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Information Commissioner’s foreword

Big data is no fad. Since 2014 when my office’s first paper on this subject was published, the application of big data analytics has spread throughout the public and private sectors. Almost every day I read news articles about its capabilities and the effects it is having, and will have, on our lives. My home appliances are starting to talk to me, artificially intelligent computers are beating professional board-game players and machine learning algorithms are diagnosing diseases.

The fuel propelling all these advances is big data – vast and disparate datasets that are constantly and rapidly being added to. And what exactly makes up these datasets? Well, very often it is personal data. The online form you filled in for that car insurance quote. The statistics your fitness tracker generated from a run. The sensors you passed when walking into the local shopping centre. The social-media postings you made last week. The list goes on...

So it’s clear that the use of big data has implications for privacy, data protection and the associated rights of individuals – rights that will be strengthened when the General Data Protection Regulation (GDPR) is implemented. Under the GDPR, stricter rules will apply to the collection and use of personal data. In addition to being transparent, organisations will need to be more accountable for what they do with personal data. This is no different for big data, AI and machine learning.

However, implications are not barriers. It is not a case of big data ‘or’ data protection, or big data ‘versus’ data protection. That would be the wrong conversation. Privacy is not an end in itself, it is an enabling right. Embedding privacy and data protection into big data analytics enables not only societal benefits such as dignity, personality and community, but also organisational benefits like creativity, innovation and trust. In short, it enables big data to do all the good things it can do. Yet that’s not to say someone shouldn’t be there to hold big data to account.

In this world of big data, AI and machine learning, my office is more relevant than ever. I oversee legislation that demands fair, accurate and non-discriminatory use of personal data; legislation that also gives me the power to conduct audits, order corrective action and issue monetary penalties. Furthermore, under the GDPR my office will be working hard to improve standards in the use of personal data through the implementation of privacy seals and certification schemes. We’re uniquely placed to provide the right framework for the regulation of big data, AI and machine learning, and I strongly believe that our efficient, joined-up and co-regulatory approach is exactly what is needed to pull back the curtain in this space.
So the time is right to update our paper on big data, taking into account the advances made in the meantime and the imminent implementation of the GDPR. Although this is primarily a discussion paper, I do recognise the increasing utilisation of big data analytics across all sectors and I hope that the more practical elements of the paper will be of particular use to those thinking about, or already involved in, big data.

This paper gives a snapshot of the situation as we see it. However, big data, AI and machine learning is a fast-moving world and this is far from the end of our work in this space. We’ll continue to learn, engage, educate and influence – all the things you’d expect from a relevant and effective regulator.

Elizabeth Denham
Information Commissioner
Chapter 1 – Introduction

1. This discussion paper looks at the implications of big data, artificial intelligence (AI) and machine learning for data protection, and explains the ICO’s views on these.

2. We start by defining big data, AI and machine learning, and identifying the particular characteristics that differentiate them from more traditional forms of data processing. After recognising the benefits that can flow from big data analytics, we analyse the main implications for data protection. We then look at some of the tools and approaches that can help organisations ensure that their big data processing complies with data protection requirements. We also discuss the argument that data protection, as enacted in current legislation, does not work for big data analytics, and we highlight the increasing role of accountability in relation to the more traditional principle of transparency.

3. Our main conclusions are that, while data protection can be challenging in a big data context, the benefits will not be achieved at the expense of data privacy rights; and meeting data protection requirements will benefit both organisations and individuals. After the conclusions we present six key recommendations for organisations using big data analytics. Finally, in the paper’s annex we discuss the practicalities of conducting privacy impact assessments in a big data context.

4. The paper sets out our views on the issues, but this is intended as a contribution to discussions on big data, AI and machine learning and not as a guidance document or a code of practice. It is not a complete guide to the relevant law. We refer to the new EU General Data Protection Regulation (GDPR), which will apply from May 2018, where it is relevant to our discussion, but the paper is not a guide to the GDPR. Organisations should consult our website www.ico.org.uk for our full suite of data protection guidance.

5. This is the second version of the paper, replacing what we published in 2014. We received useful feedback on the first version and, in writing this paper, we have tried to take account of it and new developments. Both versions are based on extensive desk research and discussions with business, government and other stakeholders. We’re grateful to all who have contributed their views.
What do we mean by big data, AI and machine learning?

6. The terms ‘big data’, ‘AI’ and ‘machine learning’ are often used interchangeably but there are subtle differences between the concepts.

7. A popular definition of big data, provided by the Gartner IT glossary, is:

   “...high-volume, high-velocity and high-variety information assets that demand cost-effective, innovative forms of information processing for enhanced insight and decision making.”

Big data is therefore often described in terms of the ‘three Vs’ where volume relates to massive datasets, velocity relates to real-time data and variety relates to different sources of data. Recently, some have suggested that the three Vs definition has become tired through overuse and that there are multiple forms of big data that do not all share the same traits. While there is no unassailable single definition of big data, we think it is useful to regard it as data which, due to several varying characteristics, is difficult to analyse using traditional data analysis methods.

8. This is where AI comes in. The Government Office for Science’s recently published paper on AI provides a handy introduction that defines AI as:

   “...the analysis of data to model some aspect of the world. Inferences from these models are then used to predict and anticipate possible future events.”

---
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This may not sound very different from standard methods of data analysis. But the difference is that AI programs don't linearly analyse data in the way they were originally programmed. Instead they learn from the data in order to respond intelligently to new data and adapt their outputs accordingly\(^5\). As the Society for the Study of Artificial Intelligence and Simulation of Behaviour puts it, AI is therefore ultimately about:

“…giving computers behaviours which would be thought intelligent in human beings.”\(^6\)

9. It is this unique ability that means AI can cope with the analysis of big data in its varying shapes, sizes and forms. The concept of AI has existed for some time, but rapidly increasing computational power (a phenomenon known as Moore’s Law) has led to the point at which the application of AI is becoming a practical reality.

10. One of the fastest-growing approaches\(^7\) by which AI is achieved is machine learning. iQ, Intel’s tech culture magazine, defines machine learning as:

“…the set of techniques and tools that allow computers to ‘think’ by creating mathematical algorithms based on accumulated data.”\(^8\)

Broadly speaking, machine learning can be separated into two types of learning: supervised and unsupervised. In supervised learning, algorithms are developed based on labelled datasets. In this sense, the algorithms have been trained how to map from input to output by the provision of data with ‘correct’ values already assigned to them. This initial ‘training’ phase creates models of the world on which predictions can then be made in the second ‘prediction’ phase.

---


Conversely, in unsupervised learning the algorithms are not trained and are instead left to find regularities in input data without any instructions as to what to look for. In both cases, it’s the ability of the algorithms to change their output based on experience that gives machine learning its power.

11. In summary, big data can be thought of as an asset that is difficult to exploit. AI can be seen as a key to unlocking the value of big data; and machine learning is one of the technical mechanisms that underpins and facilitates AI. The combination of all three concepts can be called ‘big data analytics’. We recognise that other data analysis methods can also come within the scope of big data analytics, but the above are the techniques this paper focuses on.

---

What’s different about big data analytics?

12. Big data, AI and machine learning are becoming part of business as usual for many organisations in the public and private sectors. This is driven by the continued growth and availability of data, including data from new sources such as the Internet of Things (IoT), the development of tools to manage and analyse it, and growing awareness of the opportunities it creates for business benefits and insights. One indication of the adoption of big data analytics comes from Gartner, the IT industry analysts, who produce a series of ‘hype cycles’, charting the emergence and development of new technologies and concepts. In 2015 they ceased their hype cycle for big data, because they considered that the data sources and technologies that characterise big data analytics are becoming more widely adopted as it moves from hype into practice\textsuperscript{10}. This is against a background of a growing market for big data software and hardware, which it is estimated will grow from £83.5 billion worldwide in 2015 to £128 billion in 2018\textsuperscript{11}.

13. Although the use of big data analytics is becoming common, it is still possible to see it as a step change in how data is used, with particular characteristics that distinguish it from more traditional processing. Identifying what is different about big data analytics helps to focus on features that have implications for data protection and privacy.

14. Some of the distinctive aspects of big data analytics are:

- the use of algorithms
- the opacity of the processing
- the tendency to collect ‘all the data’
- the repurposing of data, and
- the use of new types of data.


In our view, all of these can potentially have implications for data protection.

15. **Use of algorithms.** Traditionally, the analysis of a dataset involves, in general terms, deciding what you want to find out from the data and constructing a query to find it, by identifying the relevant entries. Big data analytics, on the other hand, typically does not start with a predefined query to test a particular hypothesis; it often involves a ‘discovery phase’ of running large numbers of algorithms against the data to find correlations\(^{12}\). The uncertainty of the outcome of this phase of processing has been described as ‘unpredictability by design’\(^{13}\). Once relevant correlations have been identified, a new algorithm can be created and applied to particular cases in the ‘application phase’. The differentiation between these two phases can be regarded more simply as ‘thinking with data’ and ‘acting with data’\(^{14}\). This is a form of machine learning, since the system ‘learns’ which are the relevant criteria from analysing the data. While algorithms are not new, their use in this way is a feature of big data analytics.

16. **Opacity of the processing.** The current ‘state of the art’ in machine learning is known as deep learning\(^{15}\), which involves feeding vast quantities of data through non-linear neural networks that classify the data based on the outputs from each successive layer\(^{16}\). The complexity of the processing of data through such massive networks creates a ‘black box’ effect. This causes an inevitable opacity that makes it very difficult to understand the reasons for decisions made as a result of deep learning\(^{17}\). Take, for instance, Google’s AlphaGo, a

---


\(^{13}\) Edwards, John and Ihrai, Said. Communique on the 38th International Conference of Data Protection and Privacy Commissioners. ICDPPC, 18 October 2016.


computer system powered by deep learning that was developed to play the board game Go. Although AlphaGo made several moves that were evidently successful (given its 4-1 victory over world champion Lee Sedol), its reasoning for actually making certain moves (such as the infamous ‘move 37’) has been described as ‘inhuman’. This lack of human comprehension of decision-making rationale is one of the stark differentials between big data analytics and more traditional methods of data analysis.

17. Using all the data. To analyse data for research, it’s often necessary to find a statistically representative sample or carry out random sampling. But a big data approach is about collecting and analysing all the data that is available. This is sometimes referred to as ‘n=all’. For example, in a retail context it could mean analysing all the purchases made by shoppers using a loyalty card, and using this to find correlations, rather than asking a sample of shoppers to take part in a survey. This feature of big data analytics has been made easier by the ability to store and analyse ever-increasing amounts of data.

18. Repurposing data. A further feature of big data analytics is the use of data for a purpose different from that for which it was originally collected, and the data may have been supplied by a different organisation. This is because the analytics is able to mine data for new insights and find correlations between apparently disparate datasets. Companies such as DataSift take data from Twitter (via Twitter’s GNIP service), Facebook and other social media and make it available for analysis for marketing and other purposes. The Office for National Statistics (ONS) has experimented with using geolocated Twitter data to infer people’s residence and mobility patterns, to supplement official population estimates. Geotagged photos on Flickr, together with the profiles of contributors, have been used as a reliable proxy for estimating visitor numbers at tourist sites and where the visitors have come from. Mobile-phone presence data

---

19 Mayer-Schönberger, Viktor and Cukier, Kenneth, in Chapter 2 of Big data. A revolution that will transform how we live, work and think. John Murray, 2013
20 http://datasift.com
can be used to analyse the footfall in retail centres\(^\text{23}\). Data about where shoppers have come from can be used to plan advertising campaigns. And data about patterns of movement in an airport can be used to set the rents for shops and restaurants.

19. **New types of data.** Developments in technology such as IoT, together with developments in the power of big data analytics mean that the traditional scenario in which people consciously provide their personal data is no longer the only or main way in which personal data is collected. In many cases the data being used for the analytics has been generated automatically, for example by tracking online activity, rather than being consciously provided by individuals. The ONS has investigated the possibility of using data from domestic smart meters to predict the number of people in a household and whether they include children or older people\(^\text{24}\). Sensors in the street or in shops can capture the unique MAC address of the mobile phones of passers-by\(^\text{25}\).

20. The data used in big data analytics may be collected via these new channels, but alternatively it may be new data produced by the analytics, rather than being consciously provided by individuals. This is explained in the taxonomy developed by the Information Accountability Foundation\(^\text{26}\), which distinguishes between four types of data – provided, observed, derived and inferred:

- **Provided data** is consciously given by individuals, eg when filling in an online form.
- **Observed data** is recorded automatically, eg by online cookies or sensors or CCTV linked to facial recognition.
- **Derived data** is produced from other data in a relatively simple and straightforward fashion, eg calculating customer profitability


from the number of visits to a store and items bought.

- **Inferred data** is produced by using a more complex method of analytics to find correlations between datasets and using these to categorise or profile people, e.g. calculating credit scores or predicting future health outcomes. Inferred data is based on probabilities and can thus be said to be less ‘certain’ than derived data.

IoT devices are a source of observed data, while derived and inferred data are produced by the process of analysing the data. These all sit alongside traditionally provided data.

21. Our discussions with various organisations have raised the question whether big data analytics really is something new and qualitatively different. There is a danger that the term ‘big data’ is applied indiscriminately as a buzz word that does not help in understanding what is happening in a particular case. It is not always easy (or indeed useful) to say whether a particular instance of processing is or is not big data analytics. In some cases it may appear to be simply a continuation of the processing that has always been done; for example, banks and telecoms companies have always handled large volumes of data and credit card issuers have always had to validate purchases in real time. Furthermore, as noted at the start of this section, the technologies and tools that enable big data analytics are increasingly becoming a part of business as usual.

22. For all these reasons, it may be difficult to draw a clear line between big data analytics and more conventional forms of data use. Nevertheless, we think the features we have identified above represent a step change. So it is important to consider the implications of big data analytics for data protection.

23. However, it is also important to recognise that many instances of big data analytics do not involve personal data at all. Examples of non-personal big data include world climate and weather data; using geospatial data from GPS-equipped buses to predict arrival times; astronomical data from radio telescopes in the Square Kilometre Array\(^\text{27}\); and data from sensors on containers carried on ships. These are all areas where big data analytics enable new discoveries and improve services and business processes, without using personal data. Also, big data analytics may not involve personal data for other reasons; in particular it may be possible to successfully anonymise what was originally personal data, so that no individuals can be

---

identified from it. We discuss this in more detail in the section on anonymisation in chapter 3.

24. Still, it is obvious that other examples of big data analytics do involve personal data. The data may directly identify individuals, or they may be identified by apparently anonymous datasets being combined. In such cases, the question of whether the processing complies with data protection principles is unavoidable.
What are the benefits of big data analytics?

25. In 2012 the Centre for Economics and Business Research estimated that the cumulative benefit to the UK economy of adopting big data technologies would amount to £216 billion over the period 2012-17, and £149 billion of this would come from gains in business efficiency\(^28\).

26. There are obvious commercial benefits to companies, for example in being able to understand their customers at a granular level and hence making their marketing more targeted and effective. Consumers may benefit from seeing more relevant advertisements and tailored offers and from receiving enhanced services and products. For example, the process of applying for insurance can be made easier, with fewer questions to answer, if the insurer or the broker can get other data they need through big data analytics.

27. Big data analytics is also helping the public sector to deliver more effective and efficient services, and produce positive outcomes that improve the quality of people’s lives. This is shown by the following examples:

**Health.** In 2009, Public Health England (PHE) was aware that cancer survival rates in the UK were poor compared to Europe, suspecting this might be due to later diagnosis. After requests from Cancer Research UK to quantify how people came to be diagnosed with cancer, the Routes to Diagnosis project was conceived to seek answers to this question.

This was a big data project that involved using complex algorithms to analyse 118 million records on 2 million patients from several data sources. The analysis revealed the ways in which patients were diagnosed with cancer from 2006 to 2013. A key discovery (from results published in 2011) was that in 2006 almost 25% of cancer cases were only diagnosed in an emergency when the patient came to A&E. Patients diagnosed via this route have lower chances of survival compared to other routes. So PHE was able to put in place initiatives to increase diagnosis through other routes. The

latest results (published in 2015) show that by 2013 just 20% of cancers were diagnosed as an emergency.\(^{29}\)

The understanding gained from this study continues to inform public health initiatives such as PHE’s Be Clear on Cancer campaigns, which raise awareness of the symptoms of lung cancer and help people to spot the symptoms early.\(^{30}\)

**Education.** Learning analytics in higher education (HE) involves the combination of ‘static data’ such as traditional student records with ‘fluid data’ such as swipe card data from entering campus buildings, using virtual learning environments (VLEs) and downloading e-resources. The analysis of this information can reveal trends that help to improve HE processes, benefiting both staff and students. Examples include the following:

- Preventing drop-out via early intervention with students who are identified as disengaged from their studies by analysing VLE login and campus attendance data.

- The ability for tutors to provide high-quality, specific feedback to students at regular intervals (as opposed to having to wait until it is ‘too late’ – after an exam for instance). The feedback is based on pictures of student performance gleaned from analysis of data from all the systems used by a student during their study.

- Increased self-reflection by students and a desire to improve their performance based on access to their own performance data and the class averages.

- Giving students shorter, more precise lecture recordings based on data analysis that revealed patterns regarding the parts of full lecture recordings that were repeatedly watched (assessment requirements, for example).

---

\(^{29}\) Elliss-Brookes, Lucy. Big data in action: the story behind Routes to Diagnosis. Public health matters blog, 10 November 2015.  

Such benefits have been seen by HE institutions including Nottingham Trent University, Liverpool John Moores University, the University of Salford and the Open University.\(^\text{31}\)

**Transport.** Transport for London (TfL) collects data on 31 million journeys every day including 20 million ticketing system ‘taps’, location and prediction information for 9,200 buses and traffic-flow information from 6,000 traffic signals and 1,400 cameras. Big data analytics are applied to this data to reveal travel patterns across the rail and bus networks. By identifying these patterns, TfL can tailor its products and services to create benefits to travellers in London such as:

- more informed planning of closures and diversions to ensure as few travellers as possible are affected
- restructuring bus routes to meet the needs of travellers in specific areas of London; for instance, a new service pattern for buses in the New Addington neighbourhood was introduced in October 2015.\(^\text{32}\)
- building new entrances, exits and platforms to increase capacity at busy tube stations – as at Hammersmith tube station in February 2015.\(^\text{33}\)

28. It is clear therefore that big data analytics can bring benefits to business, to society and to individuals as consumers and citizens. By recognising these benefits here, we do not intend to set up this paper as a contest between the benefits of big data and the rights given by data protection. To look at big data and data protection through this lens can only be reductive. Although there are implications for data protection (which we discuss in chapter 2), there are also solutions (discussed in chapter 3). It’s not a case of big data or data


protection, it’s big data and data protection; the benefits of both can be delivered alongside each other.
Chapter 2 – Data protection implications

Fairness

In brief...

- Some types of big data analytics, such as profiling, can have intrusive effects on individuals.
- Organisations need to consider whether the use of personal data in big data applications is within people’s reasonable expectations.
- The complexity of the methods of big data analysis, such as machine learning, can make it difficult for organisations to be transparent about the processing of personal data.

29. Under the first DPA principle, the processing of personal data must be fair and lawful, and must satisfy one of the conditions listed in Schedule 2 of the DPA (and Schedule 3 if it is sensitive personal data as defined in the DPA). The importance of fairness is preserved in the GDPR: Article 5(1)(a) says personal data must be “processed fairly, lawfully and in a transparent manner in relation to the data subject”.

30. By contrast, big data analytics is sometimes characterised as sinister or a threat to privacy or simply ‘creepy’. This is because it involves repurposing data in unexpected ways, using complex algorithms, and drawing conclusions about individuals with unexpected and sometimes unwelcome effects.

31. So a key question for organisations using personal data for big data analytics is whether the processing is fair. Fairness involves several elements. Transparency – what information people have about the processing – is essential. But assessing fairness also involves looking

---
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at the effects of the processing on individuals, and their expectations as to how their data will be used\textsuperscript{35}.

**Effects of the processing**

32. How big data is used is an important factor in assessing fairness. Big data analytics may use personal data purely for research purposes, eg to detect general trends and correlations, or it may use personal data to make decisions affecting individuals. Some of those decisions will obviously affect individuals more than others. Displaying a particular advert on the internet to an individual based on their social media ‘likes’, purchases and browsing history may not be perceived as intrusive or unfair, and may be welcomed if it is timely and relevant to their interests. However, in some circumstances even displaying different advertisements can mean that the users of that service are being profiled in a way that perpetuates discrimination, for example on the basis of race\textsuperscript{36}. Research in the USA suggested that internet searches for “black-identifying” names generated advertisements associated with arrest records far more often than those for “white-identifying” names\textsuperscript{37}. There have also been similar reports of discrimination in the UK, for instance a female doctor was locked out of a gym changing room because the automated security system had profiled her as male due to associating the title ‘Dr’ with men\textsuperscript{38}.

33. Profiling can also be used in ways that have a more intrusive effect upon individuals. For example, in the USA, the Federal Trade Commission found evidence of people’s credit limits being lowered based on an analysis of the poor repayment histories of other people who shopped at the same stores\textsuperscript{39} as them. In that scenario, people are not being discriminated against because

they belong to a particular social group. But they are being treated in a certain way based on factors, identified by the analytics, that they share with members of that group.

34. The GDPR includes provisions dealing specifically with profiling, which is defined in Article 4 as:

“Any form of automated processing of personal data consisting of using those data to evaluate certain personal aspects relating to a natural person, in particular to analyse or predict aspects concerning that natural person's performance at work, economic situation, health, personal preferences, interests, reliability, behaviour, location or movements.”

35. Recital 71 of the GDPR also refers to examples of automated decision making “such as automatic refusal of an on-line credit application or e-recruiting practices without any human intervention”. The wording here reflects the potentially intrusive nature of the types of automated profiling that are facilitated by big data analytics. The GDPR does not prevent automated decision making or profiling, but it does give individuals a qualified right not to be subject to purely automated decision making\(^\text{40}\). It also says that the data controller should use “appropriate mathematical or statistical procedures for the profiling” and take measures to prevent discrimination on the basis of race or ethnic origin, political opinions, religion or beliefs, trade union membership, genetic or health status or sexual orientation\(^\text{41}\).

36. The 1995 Data Protection Directive and the DPA already contained provisions on automated decision making. Instances of decision making by purely automated means, without human intervention, were hitherto relatively uncommon. But the new capabilities of big data analytics to deploy machine learning mean it is likely to become more of an issue. The more detailed provisions of the GDPR reflect this.

37. Yet not all processing that has an unlooked-for or unwelcome effect on people is necessarily unjustified. In insurance, big data analytics can be used for micro-segmentation of risk groups; it may be possible to identify people within a high-risk (and therefore high-premium) group who actually represent a slightly

\(^{40}\) GDPR Article 22

\(^{41}\) GDPR Recital 71
lower risk compared to others in that group. Their premiums can be adjusted accordingly in their favour. In this case big data is being used to give a more accurate assessment of risk that benefits those individuals as well as the insurer. The corollary of this, given that insurance is about pooling risk, is that the remaining high-risk group members may find they have to pay higher premiums. Arguably this is a fair result overall, but inevitably there are winners and losers. And to the losers the process may seem ‘creepy’ or unfair.

38. This means that if big data organisations are using personal data, then as part of assessing fairness they need to be aware of and factor in the effects of their processing on the individuals, communities and societal groups concerned. Given the sometimes novel and unexpected ways in which data is used in the analytics, this may be less straightforward than in more conventional data-processing scenarios. Privacy impact assessments provide a structured approach to doing this, and we discuss their use in the section on privacy impact assessments in chapter 3.

Expectations

39. Fairness is also about expectations; would a particular use of personal data be within the reasonable expectations of the people concerned? An organisation collecting personal data will generally have to provide a privacy notice explaining the purposes for which they need the data, but this may not necessarily explain the detail of how the data will be used. It is still important that organisations consider whether people could reasonably expect their data to be used in the ways that big data analytics facilitates.

40. There is also a difference between a situation where the purpose of the processing is naturally connected with the reason for which people use the service and one where the data is being used for a purpose that is unrelated to the delivery of the service. An example of the former is a retailer using loyalty card data for market research; there would be a reasonable expectation that they would use that data to gain a better understanding of their customers and the market in which they operate. An example of the latter is a social-media company making its data available for market research; when people post on social media, is it reasonable to expect this information could be used for unrelated purposes? This does not mean that such use is necessarily unfair; it depends on various factors that make up people’s overall expectations of reasonableness, such
as what they are told when they join and use the social-media service.

41. Deciding what is a reasonable expectation is linked to the issue of transparency and the use of privacy notices, and also to the principle of purpose limitation, ie whether any further use of the data is incompatible with the purpose for which it was obtained. We discuss both transparency and purpose limitation below, but it is also important for an organisation to consider in general terms whether the use of personal data in a big data application is within people’s reasonable expectations.

42. This inevitably raises the wider question of people’s attitudes to the use of their personal data. The view is often put forward that people are becoming less concerned about how organisations use their personal data. This is said to be particularly true of ‘digital natives’, younger people who have grown up with ubiquitous internet access and who are happy to share personal information via social media with little concern for how it may be used. For example, the Direct Marketing Association commissioned the Future Foundation to look into attitudes to use of personal data in 2012 and 2015. They found that the percentage of ‘fundamentalists’ who won’t share their data fell from 31% to 24% and the percentage of ‘not concerned’ increased from 16% to 22%.

43. If it were true that people are simply unconcerned about how their personal data is used, this would mean their expectations about potential data use are open-ended, leaving a very wide margin of discretion for big data organisations. However, research suggests that this view is too simplistic; the reality is more nuanced:

| The International Institute of Communications (IIC). Research commissioned by the IIC showed that people’s willingness to give personal data, and their attitude to how that data will be used, is context-specific. The context depends on a number of variables, eg how far an individual trusts the organisation and what information is being asked for. |

---


The Boston Consulting Group (BCG). The BCG\textsuperscript{44} found that for 75\% of consumers in most countries, the privacy of personal data remains a top issue, and that young people aged 18-24 are only slightly less cautious about the use of personal online data than older age groups.

KPMG. A global survey by KPMG\textsuperscript{45} found that, while attitudes to privacy varied (based on factors such as types of data, data usage and consumer location), on average 56\% of respondents reported being “concerned” or “extremely concerned” about how companies were using their personal data.

44. Some studies have pointed to a ‘privacy paradox’: people may express concerns about the impact on their privacy of ‘creepy’ uses of their data, but in practice they contribute their data anyway via the online systems they use. In other words they provide the data because it is the price of using internet services. For instance, findings from Pybus, Coté and Blanke’s study of mobile phone usage by young people in the UK\textsuperscript{46} and two separate studies by Shklovski et al. \textsuperscript{47}, looking at smartphone usage in Western Europe, supported the idea of the privacy paradox. It has also been argued that the prevalence of web tracking means that, in practice, web users have no choice but to enter into an ‘unconscionable contract’ to allow their data to be used\textsuperscript{48}. This suggests that people may be resigned to the use of their data because they feel there is no alternative, rather than being indifferent or positively welcoming it. This was the finding of a study of US consumers by the Annenberg School for
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\textsuperscript{46} Pybus, Jennifer; Cote, Mark; Blanke, Tobias. Hacking the social life of Big Data
Big Data & Society, July-December 2015 vol. 2 no. 2
\url{http://m.bds.sagepub.com/content/2/2/2053951715616649} Accessed 18 March 2016
\textsuperscript{48} Peacock, Sylvia E. How web tracking changes user agency in the age of Big Data; the used user.
Big data and society, July-December 2014 Vol 1 no 2.
\url{http://m.bds.sagepub.com/content/1/2/2053951714564228} Accessed 23 March 2016
Communication. The study criticised the view that consumers continued to provide data to marketers because they are consciously engaging in trading personal data for benefits such as discounts; instead, it concluded that most Americans believe it is futile to try to control what companies can learn about them. They did not want to lose control over their personal data but they were simply resigned to the situation.

45. In some cases the fact that people continue to use services that extract and analyse their personal data may also mean they invest a certain level of trust in those organisations, particularly those that are major service providers or familiar brands; they trust that the organisation will not put their data to bad use. Given the practical difficulty of reading and understanding terms and conditions and of controlling the use of one’s data, this is at least pragmatic. At the same time, it obliges the organisation to exercise proper stewardship of the data, so as not to exploit people’s trust. We return to this point in the section on ethical approaches in chapter 3.

46. In the UK, a survey for Digital Catapult showed a generally low level of trust. The public sector was the most trusted to use personal data responsibly, by 44% of respondents; financial services was the next most trusted sector, but only by 29% of respondents. Other sectors had a much lower rating. On the other hand, the survey found that a significant proportion of people were happy for their data to be shared for purposes such as education and health. These themes – a feeling of resignation despite a general lack of trust, combined with a willingness for data to be used for socially useful purposes – were reflected in a report from Sciencewise which summarised several recent surveys on public attitudes to data use.

47. A previous US study suggested that if people had concerns about data use, particularly by companies, these were really
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52 Forbes Insights and Turn. The promise of privacy. Respecting consumers’ limits while realizing the marketing benefits of big data. Forbes Insights, 2013
about the security of the data, not about privacy. However, this was not borne out by the UK and European surveys referred to in the Sciencewise report. These identified several concerns to do with:

**Surveillance.** A 2013 study by the Wellcome Trust, consisting of focus groups and telephone interviews, found there to be a “widespread wariness” about being spied on by government, corporations and criminals.

**Discrimination.** The same study revealed concerns about possible discrimination against people based on medical data, for instance where such data is shared with employers who might make discriminatory decisions about people because of mental health issues.

**Consent.** An online survey conducted by Demos in 2012 found that people’s top concern for personal data use was about companies using it without their permission.

**Data sharing.** The Institute for Insight in the Public Services conducted a telephone survey in 2008 which revealed that while people are generally happy for their personal data to be held by one organisation, they are concerned when it is shared with others. These concerns centred on loss of control over personal data and fears that errors in the data would be perpetuated through sharing.

48. There is also evidence of people trying to exercise a measure of privacy protection by deliberately giving false data. A study by Verve found that 60% of UK consumers intentionally provide incorrect information when submitting their personal details online, which is a problem for marketers. Even in younger people, attitudes seem to be changing, with a trend among ‘Generation Z’ towards using social media apps that appear to be more privacy friendly.

---
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49. Microsoft’s Digital Trends report 2015\textsuperscript{55} noted a trend it called Right to My Identity. This means that, rather than simply wishing to preserve privacy through anonymity, a significant percentage of global consumers now want to be able to control how long information they have shared stays online, and are also interested in services that help them manage their digital identity. This suggests consumers have increasing expectations of how organisations will use their data and want to be able to influence it.

50. That people continue to provide personal data and use services that collect data from them does not necessarily mean they are happy about how their data is used or simply indifferent. Many people may be resigned to a situation over which they feel they have no real control, but there is evidence of people’s concerns about data use, and also of their desire to have more control over how their data is used. This leads to the conclusion that expectations are a significant issue that needs to be addressed in assessing whether a particular instance of big data processing is fair.

\textit{Transparency}

51. The complexity of big data analytics can mean that the processing is opaque to citizens and consumers whose data is being used. It may not be apparent to them their data is being collected (eg, their mobile phone location), or how it is being processed (eg, when their search results are filtered based on an algorithm – the so-called “filter bubble” effect\textsuperscript{56}). Similarly, it may be unclear how decisions are being made about them, such as the use of social-media data for credit scoring.

52. This opacity can lead to a lack of trust that can affect people’s perceptions of and engagement with the organisation doing the processing. This can be an issue in the public sector, where lack of public awareness can become a barrier to data sharing. Inadequate provision of information to the public about data use has been seen as a barrier to the roll-out of the care.data project in the NHS\textsuperscript{57}. A study for the Wellcome Trust into public


58. Attitudes to the use of data in the UK\textsuperscript{58} found a low level of understanding and awareness of how anonymised health and medical data is used and of the role of companies in medical research. People had some expectations about the use of the data when they were dealing with a company (though they were unaware of some of the uses of their social-media data), and these differed from their expectations when using public-health services. However, they were not aware of how their health data might also be used by companies for research. The report referred to this as an example of “context collapse”.

53. In the private sector, a lack of transparency can also mean that companies miss out on the competitive advantage that comes from gaining consumer trust. The BCG\textsuperscript{59} stresses the importance of “informed trust”, which inevitably means being more open about the processing:

\begin{quote}
“Personal data collected by businesses cannot be treated as mere property, transferred once and irrevocably, like a used car, from data subject to data user. Data sharing will succeed only if the organizations involved earn the informed trust of their customers. Many such arrangements today are murky, furtive, undisclosed; many treat the data subject as a product to be resold, not a customer to be served. Those businesses risk a ferocious backlash, while their competitors are grabbing a competitive advantage by establishing trust and legitimacy with customers.”
\end{quote}

54. While the use of big data has implications regarding the transparency of the processing of personal data, it is still a key element of fairness. The DPA contains a specific transparency requirement, in the form of a ‘fair processing notice’, or more simply a privacy notice. Privacy notices are discussed in more detail in chapter 3 as a tool that can aid compliance with the transparency principle in a big data context.

\textsuperscript{58} Ipsos MORI Social Research Institute. The one-way mirror: public attitudes to commercial access to health data. Ipsos MORI, March 2016.
Conditions for processing personal data

In brief...

- Obtaining meaningful consent is often difficult in a big data context, but novel and innovative approaches can help.

- Relying on the legitimate interests condition is not a ‘soft option’. Big data organisations must always balance their own interests against those of the individuals concerned.

- It may be difficult to show that big data analytics are strictly necessary for the performance of a contract.

- Big data analysis carried out in the public sector may be legitimised by other conditions, for instance where processing is necessary for the exercise of functions of a government department.

55. Under the first DPA principle, the processing of personal data must not only be fair and lawful, but must also satisfy one of the conditions listed in Schedule 2 of the DPA (and Schedule 3 if it is sensitive personal data as defined in the DPA). This applies equally to big data analytics that use personal data. The Schedule 2 conditions that are most likely to be relevant to big data analytics, particularly in a commercial context, are consent, whether processing is necessary for the performance of a contract, and the legitimate interests of the data controller or other parties. Our Guide to data protection explains these conditions in more detail. Here we consider how they relate to big data analytics specifically.

Consent

56. If an organisation is relying on people’s consent as the condition for processing their personal data, then that consent must be a freely given, specific, and informed indication that they agree to the processing. This means people must be able to understand what the organisation is going to do with their data (“specific
and informed”) and there must be a clear indication that they consent to it.

57. The GDPR makes it clearer that the consent must also be “unambiguous” and that it must be a “clear affirmative action” such as ticking a box on a website or choosing particular technical settings for “information society services”62 (services delivered over the internet, eg a social-networking app). Furthermore, the data controller must be able to demonstrate that the consent was given, and the data subject must be able to withdraw that consent63.

58. It has been suggested that the so-called ‘notice and consent’ model, where an organisation tells data subjects what it is going to do with their data, is not practical in a big data context. The opaque nature of analysis using AI techniques can make it difficult for meaningful consent to be provided64, but consent has also been criticised because it is ‘binary’, ie it only gives people a yes/no choice at the outset. This is seen as incompatible with big data analytics due to its experimental nature and its propensity to find new uses for data, and also because it may not fit contexts where data is observed rather than directly provided by data subjects65.

59. However, there are new approaches to consent that go beyond the simple binary model. It may be possible to have a process of graduated consent, in which people can give consent or not to different uses of their data throughout their relationship with a service provider, rather than having a simple binary choice at the start. This can be linked to ‘just in time’ notifications. For example, at the point when an app wants to use mobile phone location data or share data with a third party, the user can be asked to give their consent.

60. A recent report by the European Union Agency for Network and Information Security (ENISA) found positive developments in the way consent is obtained and that it is not a real barrier to usability. It called for more technical innovation in the methods of obtaining consent:
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62 GDPR Article 4(11) and Recital 32
63 GDPR Article 7
“Practical implementation of consent in big data should go beyond the existing models and provide more automation, both in the collection and withdrawal of consent. Software agents providing consent on user’s behalf based on the properties of certain applications could be a topic to explore. Moreover, taking into account the sensors and smart devices in big data, other types of usable and practical user positive actions, which could constitute consent (e.g. gesture, spatial patterns, behavioral patterns, motions), need to be analysed.”

61. The Royal Academy of Engineering looked at the benefits of big data analytics in several sectors, and the risks to privacy. In the health sector, they suggested that in cases where personal data is being used with consent and anonymisation is not possible, consent could be time limited so that the data is no longer used after the time limit has expired. This is in addition to the principle that, if people have given consent, they can also withdraw it at any time. They said that when seeking consent, the government and the NHS should take a patient-centric approach and explain the societal benefits and the effect on privacy.

62. These examples suggest that the complexity of big data analytics need not be an obstacle to seeking consent. If an organisation can identify potential benefits from using personal data in big data analytics, it should be able to explain these to users and seek consent, if that is the condition it chooses to rely on. It must find the point at which to explain the benefits of the analytics and present users with a meaningful choice – and then respect that choice when processing their personal data.

63. If an organisation buys a large dataset of personal data for analytics purposes, it then becomes a data controller regarding that data. The organisation needs to be sure it has met a condition in the DPA for the further use of that data. If it is relying on the original consent obtained by the supplier as that

---


condition, it should ensure this covers the further processing it plans for the data. This issue often arises in the context of marketing databases. Our guidance on direct marketing\(^68\) explains how the DPA (and the Privacy and Electronic Communications regulations) apply to the issue of indirect, or ‘third party’ consent.

64. Just because people have put data onto social media without restricting access does not necessarily legitimise all further use of it. The fact that data can be viewed by all does not mean anyone is entitled to use it for any purpose or that the person who posted it has implicitly consented to further use. This is particularly an issue if social-media analytics is used to profile individuals, rather than for general sentiment analysis (the study of people’s opinions\(^69\)). If a company is using social-media data to profile individuals, eg for recruitment purposes or for assessing insurance or credit risk, it needs to ensure it has a data protection condition for processing the data. Individuals may have consented to this specifically when they joined the social-media service, or the company may seek their consent, for example as part of a service to help people manage their online presence. If the company does not have consent, it needs to consider what other data protection conditions may be relevant.

65. The processing of personal data has to meet only one of the conditions in the DPA or the GDPR. Consent is one condition for processing personal data. But it is not the only condition available, and it does not have any greater status than the others. In some circumstances consent will be required, for example for electronic marketing calls and messages\(^70\), but in others a different condition may be appropriate.

**Legitimate interests**

66. The condition in schedule 2 condition 6 of the DPA is that the processing is necessary for the legitimate interests of the organisation collecting the data (or others to whom it is made available). However, the processing must not be “unwarranted” because of prejudice to the rights, freedoms or legitimate


\(^{70}\) See our [Direct marketing guidance](https://ico.org.uk/media/for-organisations/documents/1555/direct-marketing-guidance.pdf) for more detail on this point
interests of the data subjects. In the GDPR, this condition is expressed as follows:

"Processing is necessary for the purposes of the legitimate interests pursued by the controller or by a third party, except where such interests are overridden by the interests or fundamental rights and freedoms of the data subject which require protection of personal data, in particular where the data subject is a child."\(^{71}\)

67. An organisation may have several legitimate interests that could be relevant, including profiling customers in order to target its marketing; preventing fraud or the misuse of its services; and physical or IT security. However, to meet this condition the processing must be “necessary” for the legitimate interests. This means it must be more than just potentially interesting. The processing is not necessary if there is another way of meeting the legitimate interest that interferes less with people’s privacy.

68. Having established its legitimate interest, the organisation must then do a balancing exercise between those interests and the rights and legitimate interests of the individuals concerned. So organisations seeking to rely on this condition must pay particular attention to how the analytics will affect people’s privacy. This can be a complex assessment involving several factors. The opinion of the Article 29 Working Party\(^{72}\) on legitimate interests under the current Data Protection Directive sets out in detail how to assess these factors and do the balancing exercise.

69. The legitimate interests condition is one alternative to seeking data subjects’ active consent. If an organisation is relying on it to legitimise its big data processing, it need not seek the consent of the individuals concerned, but it still has to tell them what it is doing, in line with the fairness requirement. Furthermore, the European Data Protection Supervisor has suggested\(^{73}\) that in big data cases where it is difficult to strike a
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\(^{71}\) GDPR Article 6(1)(f)


balance between the legitimate interests of the organisation and the rights and interests of the data subject, it may be helpful to also give people the opportunity of an opt-out. While an opt-out would not necessarily satisfy all the DPA requirements for valid consent, this ‘belt and braces’ approach could help to safeguard the rights and interests of the data subjects.

70. The legitimate interests condition is not a soft option for the organisation; it means it takes on more responsibility. Under the consent condition, while the organisation must ensure its processing is fair and satisfies data protection principles, the individual is responsible for agreeing (or not) to the processing, which may not proceed without their consent. By contrast, the legitimate interests condition places the responsibility on the organisation to carry out an assessment and proceed in a way that respects people’s rights and interests.

71. This means a big data organisation will have to have a framework of values against which to test the proposed processing, and a method of carrying out the assessment and keeping the processing under review. It will also have to be able to demonstrate it has these elements in place, in case of objections by the data subjects or investigations by the regulator. It should also be noted that under the GDPR if a data controller is relying on legitimate interests, it will have to explain what these are in its privacy notice. Larger organisations at least may need to have some form of ethics review board to make this assessment. This form of internal regulation is in line with a trend we have noted in business and government towards developing ethical approaches to big data. We discuss this further in the section on ethical approaches in chapter 3.

72. Given some of the difficulties associated with consent in a big data context, legitimate interests may provide an alternative basis for the processing, which allows for a balance between commercial and societal benefits and the rights and interests of individuals. For example, a paper by the Information Accountability Foundation on a holistic governance model for big data gives examples of the different interests at play in IoT scenarios. It suggests that while consent is important for some
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74 GDPR Article 13(1)(d) and 14(2)(b)
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uses of the data, for others it may not be appropriate; in these cases the legitimate interests condition, with its inherent balancing test, may be an alternative.

Contracts

73. Condition 2 of Schedule 2 of the DPA is that the processing is necessary for the performance of a contract to which the data subject is a party. The GDPR also contains a similar provision for contracts. This is relevant, for example, when someone makes a purchase online, and the website has to process their name, address and credit-card details to complete the purchase. Specific consent is not required for this. The problem in applying this in a big data context is that the processing must be “necessary”. Big data analytics, by its nature, is likely to represent a level of analysis that goes beyond what is required simply to sell a product or deliver a service. It often takes the data that is generated by the basic provision of a service and repurposes it. So it may be difficult to show that the big data analytics are strictly necessary for the performance of a contract.

Public sector

74. Issues regarding conditions for processing may be different in the case of public authorities. Where administrative data is being used for big data analytics, it is unlikely to have been collected on the basis of consent or legitimate interests. Other conditions are available, for example that the processing is necessary for the exercise of functions conferred by law or functions of government departments or other public functions in the public interest; these provisions are also reflected in the GDPR.

Furthermore, under the GDPR the legitimate interests condition will not be available to public authorities, since it will not apply to processing they carry out “in performance of their tasks”.

75. HMRC’s Connect system is an example of big data analytics in the public sector, based on statutory powers rather than consent. It is used to identify potential tax fraud by bringing
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76 GDPR Article 6(1) (b)
77 DPA Schedule 2(5)
78 GDPR Article 6(1)(e)
79 GDPR Recital 47 and Article 6(1)
together over a billion items of data from 30 sources, including self-assessment tax returns, PAYE, interest on bank accounts, benefits and tax credit data, the Land Registry, the DVLA, credit card sales, online marketplaces and social media.

76. In some cases the further use of data by the public sector may require consent. The Administrative Data Research Network makes large volumes of public-sector data available for research. It has systems in place to ensure that the data used for analysis is anonymised. The Task Force report\textsuperscript{81} that led to this said that if administrative data is being linked to survey data supplied voluntarily by individuals, then consent would normally be required for the linkage even if the linked data is de-identified before analysis. This is another ‘belt and braces’ approach we would support in the interest of safeguarding the rights and freedoms of data subjects.

Purpose limitation

In brief...

- The purpose limitation principle does not necessarily create a barrier for big data analytics, but it means an assessment of compatibility of processing purposes must be done.

- **Fairness** is a key factor in determining whether big data analysis is incompatible with the original processing purpose.

77. The second data protection principle creates a two-part test: first, the purpose for which the data is collected must be specified and lawful (the GDPR adds ‘explicit’\(^{82}\)); and second, if the data is further processed for any other purpose, it must not be incompatible with the original purpose.

78. Some suggest\(^{83}\) that big data challenges the principle of purpose limitation, and that the principle is a barrier to the development of big data analytics. This reflects a view of big data analytics as a fluid and serendipitous process, in which analysing data using many different algorithms reveals unexpected correlations that can lead to the data being used for new purposes. Some suggest that the purpose limitation principle restricts an organisation’s freedom to make these discoveries and innovations. Purpose limitation prevents arbitrary re-use but it need not be an insuperable barrier to extracting the value from data. The issue is how to assess compatibility.

79. The Article 29 Working Party’s Opinion on purpose limitation\(^{84}\) under the current Directive says:

> “By providing that any further processing is authorised as long as it is not incompatible (and if the requirements of lawfulness are simultaneously also fulfilled), it would appear that the
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\(^{82}\) GDPR Article 5(1)(b)


legislators intended to give some flexibility with regard to further use. Such further use may fit closely with the initial purpose or be different. The fact that the further processing is for a different purpose does not necessarily mean that it is automatically incompatible: this needs to be assessed on a case-by-case basis ...” (p. 21)

80. The Opinion sets out a detailed approach to assessing whether any further processing is for an incompatible purpose. It also addresses directly the issue of repurposing data for big data analytics. It identifies two types of further processing: first, where it is done to detect trends or correlations; and second, where it is done to find out about individuals and make decisions affecting them. In the first case, it advocates a clear functional separation between the analytics operations. In the second, it says that “free, specific, informed and unambiguous 'opt-in' consent would almost always be required, otherwise further use cannot be considered compatible”85. It also emphasises the need for transparency, and for allowing people to correct and update their profiles and to access their data in a portable, user-friendly and machine-readable format.

81. In our view, a key factor in deciding whether a new purpose is incompatible with the original purpose is whether it is fair. In particular, this means considering how the new purpose affects the privacy of the individuals concerned and whether it is within their reasonable expectations that their data could be used in this way. This is also reflected in the GDPR, which says that in assessing compatibility it is necessary to take account of any link between the original and the new processing, the reasonable expectations of the data subjects, the nature of the data, the consequences of the further processing and the existence of safeguards86.

82. If, for example, information that people have put on social media is going to be used to assess their health risks or their credit worthiness, or to market certain products to them, then unless they are informed of this and asked to give their consent, it is unlikely to be fair or compatible. If the new purpose would be otherwise unexpected, and it involves making decisions about them as individuals, then in most cases the organisation concerned will need to seek specific consent, in addition to assessing whether the new purpose is incompatible with the original reason for processing the data.

85 Ibid p.46
86 GDPR Recital 50
83. If an organisation is buying personal data from elsewhere for big data analytics, it needs to practise due diligence. It will need to assess whether the new processing is incompatible with the original purpose for which the data was collected, as well as checking whether it needs to seek further consent or provide a new privacy notice.
Data minimisation: collection and retention

In brief...

- Big data analytics can result in the collection of personal data that is excessive for the processing purpose.

- Organisations may be encouraged to retain personal data for longer than necessary because big data applications are capable of analysing large volumes of data.

84. Data protection legislation embodies the concept of data minimisation – that is, organisations should minimise the amount of data they collect and process, and the length of time they keep the data. Principle 3 of the DPA says “personal data shall be adequate, relevant and not excessive in relation to the purpose or purposes for which they are processed”, while principle 5 says “personal data processed for any purpose or purposes shall not be kept for longer than is necessary for that purpose or those purposes”. The GDPR says personal data shall be “adequate, relevant and limited to what is necessary in relation to the purposes for which they are processed.”

85. By contrast, big data analytics tends to involve collecting and analysing as much data as possible, and in many cases all the data points in a particular set, rather than a sample (“n=all”). The issue regarding data minimisation is not simply the amount of data being used, but whether it is necessary for the purposes of the processing, or excessive. This is not a hypothetical problem: in a study of businesses in the UK, France and Germany, 72% said they had gathered data they did not subsequently use. Excessive data collection is a data protection issue, but it can also make it more difficult for businesses to locate and work on the data they actually need.

86. Big data is also about the variety of data sources used in the analysis. In terms of principle 3, this raises questions as to whether it is relevant. Big data analytics may discover unexpected correlations, for example between data about people’s lifestyles and their credit
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87 GDPR Article 5(1)(c)
worthiness, but that does not mean any information that can be obtained about them is necessarily relevant to the purpose of assessing credit risk. Finding the correlation does not retrospectively justify obtaining the data in the first place.

87. The principle 5 requirement, that personal data shall not be kept longer than necessary for the purpose for which it is being processed, supports the data privacy of individuals and also reflects good practice in records management. However, in the world of big data this may be problematic for two reasons. First, the capacity to store data increases all the time and the cost of storing it is falling; in the words of the technology historian George Dyson, “big data is what happened when the cost of storing information became less than the cost of throwing it away.” Second, the ability of big data analytics to process huge volumes of data may encourage data controllers to keep long runs of historical data beyond the period required for normal business purposes.

88. The GDPR introduces the ‘right to be forgotten’. Data subjects will have the right for their data to be erased in several situations. This will apply, for example, where the data is no longer necessary for the purpose for which it was collected, or where it is processed on the basis of consent and the data subject withdraws that consent. This is particularly an issue for business, rather than the public sector, since the right to be forgotten does not apply if the processing is necessary for a legal obligation or for the exercise of official authority. It may be practically difficult for a business to find and erase someone’s data if it is stored across several different systems.

89. Organisations therefore need to be able to articulate at the outset why they need to collect and process particular datasets. They need to be clear about what they expect to learn or be able to do by processing that data, and thus satisfy themselves that the data is relevant and not excessive, in relation to that aim. The challenge is to define the purposes of the processing and establish what data will be relevant.
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90 GDPR Article 17
90. Big data organisations also need to adopt good information governance and in particular enforce appropriate retention schedules. Retention periods may be specified in general records management and accounting standards, and in some sectors there are regulatory requirements as to how long records should be kept. In some research contexts, such as clinical trials, long-term studies are important but in a commercial context businesses are more likely to be interested in analysing the most current data rather than historical records.

91. We understand that following these principles may be harder in a big data context, but we would argue that having well-managed, up-to-date and relevant data – and not acquiring and keeping data just in case it may be useful – helps to improve data quality and assists the analytics\textsuperscript{92}.

\textsuperscript{92} This view is supported by the IBM white paper: Information lifecycle governance in a big data environment. IBM, January 2015. 
Accuracy

In brief...

- There are implications regarding the **accuracy** of personal data at all stages of a big data project: collection, analysis and application.

- Results of data analysis may not be **representative** of the population as a whole.

- **Hidden biases** in datasets can lead to inaccurate predictions about individuals.

92. The fourth principle of the DPA requires that personal data is accurate and, where necessary, kept up to date. This is obviously good practice in terms of information management but it is also linked to the rights of the individual: people have a right to have inaccurate data corrected. By contrast, it has been suggested that big data analytics can tolerate a certain amount of ‘messy’ (ie, inaccurate) data, because the volumes of data being processed are generally so large. A certain level of ‘messiness’, such as an incorrect name or address, may not be a problem when the analytics is used to detect general trends. But it is much more likely to be problematic when the processing is used to profile particular individuals.

93. It may be thought that being able to analyse vast amounts of data to identify correlations will inevitably lead to better analysis of trends and more accurate predictions. However, even if the data itself is recorded accurately (eg, the content of a tweet or the location of a mobile phone), this does not necessarily mean the conclusions that can be drawn from it are accurate.

94. Using all the available data (n=all) is a feature of big data analytics, but the ‘all’ may itself exclude or under-represent certain groups. There is growing interest in using data from social media to study behaviour during natural disasters. For example, an analysis was made of tweets and postings on Foursquare in New York as indicators of people’s behaviour around the time of Hurricane Sandy in 2012. However, most of the social-media messages originated from Manhattan rather than the most storm-affected areas, where power
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93 Mayer-Schönberger, Viktor and Cukier, Kenneth. Big data. A revolution that will transform how we live, work and think. John Murray, 2013
blackouts limited mobile-phone access. This starkly illustrates the obvious fact that analysis based on social media is not necessarily representative of the whole population. Even if there are no such obvious gaps and the data collected does represent a particular population, there may be a discrepancy between how people express themselves on social media and how they behave in the real world.

95. Issues of how accurately big data represents the population as a whole are not limited to social-media sources. The City of Boston makes available a Street Bump app for mobile phones. On a car journey, the app uses the phone’s accelerometer and GPS positioning to record unusual movements due to problems with the road such as potholes, and transmits the data to the council for analysis. The council is aware that varying levels of mobile-phone ownership among different socioeconomic groups means more data may be collected from more affluent areas, rather than those with the worst roads.

96. Machine learning itself may contain hidden bias. A common phrase used in the discussion of machine learning is “garbage in garbage out.” Essentially, if the input data contains errors and inaccuracies, so will the output data. While supervised machine learning in particular often involves a pre-processing stage to improve the quality of the input data, the human-labelling of a training dataset can create a further opportunity for inaccuracies or bias to creep in. Hypothetically, a predictive model used in recruitment may achieve an overall accuracy rate of 90%, but this may be because it is 100% accurate for a majority population who make up 90% of applicants but wholly inaccurate for minority groups who make up the other 10%. It would be necessary to test for this and build in corrective measures.

97. In the examples given here, even when the raw data used in the analysis is recorded accurately, there may be issues as to how representative the dataset is and whether the analytics contain hidden bias. This is potentially a data protection issue if, in the

application phase (when acting with data), the results of the analytics are used to profile individuals. Profiling people in this way involves creating derived or inferred data about them and, given the issues highlighted here, this data may be inaccurate and lead to incorrect predictions about their behaviour or their health, creditworthiness or insurance risk. This also raises questions about the general fairness of the processing.
Rights of individuals

In brief...

- The vast quantities of data used in big data analytics may make it more difficult for organisations to comply with the **right of access** to personal data.

- Organisations will need to have appropriate processes in place to deal with the GDPR’s extension of rights regarding **decisions based on automated processing**.

Subject access

98. The DPA gives individuals powerful rights to access their personal data and these rights still apply in the world of big data. People have the right to be told what personal data about them is being processed, the purposes for which it is being processed and who it may be disclosed to. They have the right to receive a copy of the information that constitutes their personal data, as well as information about its sources. This right is only limited by exemptions set out in the DPA itself and in associated secondary legislation. Under the GDPR, the data controller will have to provide more information; for example, they have to say how long they will keep the personal data, or at least explain their criteria for determining this. Furthermore, if the person makes their request electronically, the data controller must provide the information “in a commonly used electronic form” unless the requester specifies otherwise.

99. The volume and variety of big data and the complexity of the analytics could make it more difficult for organisations to meet this obligation. However, such reasons cannot be an excuse for disregarding legal obligations. The existence of the right of access compels organisations to practise good data management. They need adequate metadata, the ability to query their data to find all the information they have on an individual, and knowledge of whether the data they are processing has been truly anonymised or whether it can still be linked to an individual.

100. Historically, a common problem for organisations in dealing with subject access requests has been that the information is held in
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different places. In our discussions with industry, it has been suggested that if an organisation’s move to big data means that disparate data stores are brought together, this may make it easier to find all the data on an individual.

101. If an organisation is using and/or buying in a range of data sources, including unstructured data, it can be difficult to produce all the data on one individual. Moreover, the increasing use of observed, derived and inferred data means the data held may not all have been provided directly by the data subject. However, in other cases, the actual data held on an individual may not necessarily be extensive or hard to identify, even though the analytics applied to it are complex and extensive. For example, the data in question may be a record of phone calls which is also available to a customer on an itemised phone bill.

102. Some organisations already make this data available to their customers on request or proactively online, through a secure log-in. In the USA, the data broker Acxiom has a web portal that enables people to see the data held about them for marketing purposes and the sources of that data. This is likely to become more common here, as the GDPR encourages this approach:

"Where possible, the controller should be able to provide remote access to a secure system which would provide the data subject with direct access to his or her personal data."

103. If personal data can be made available like this, it will help the organisation to meet its data protection obligations. It could also help to reassure people as to the amount and type of information being held about them.

Other rights

104. Under the DPA, individuals already have several other rights regarding the prevention of processing likely to cause damage or distress; the prevention of direct marketing; the right not to be subject to purely automated decision making; and the
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rectification of inaccurate data. Organisations using big data need to ensure their systems can allow people to exercise these rights. The GDPR will extend these rights. In particular it deals specifically with profiling, defining it as:

“...any form of automated processing of personal data consisting of using those data to evaluate certain personal aspects relating to a natural person, in particular to analyse or predict aspects concerning that natural person's performance at work, economic situation, health, personal preferences, interests, reliability, behaviour, location or movements;”

105. People have the right not to be subject to a decision based solely on automated processing, including profiling, if it “significantly affects” them, such as automated decisions made on online credit applications or e-recruitment. This right is qualified in that it does not apply if the profiling is necessary for a contract between the data subject and the data controller, or is authorised by law or where people have given explicit consent. Nevertheless, given that a feature of big data is the ability to profile individuals and make decisions about them, by applying algorithms to large amounts of granular data, it is likely to significantly affect those individuals. This right may apply in those cases.

106. Linked with this is the right to an explanation of a decision based on automated processing. This is discussed in more detail in the section on accountability and governance below.

107. The GDPR also contains new rights to do with data portability, which are discussed in the section on personal data stores in chapter 3.

103 GDPR Article 4
104 GDPR Article 22 and recital 71
Security

In brief...

- There are several information security risks specific to big data analytics.
- Organisations need to recognise these new risks and put in place appropriate security measures.

108. Big data analytics can be used to improve information security. The ability to analyse huge volumes of data very quickly means it can be used to analyse network traffic, transactions and log files that are too big to handle with other technologies. The analytics can detect patterns and anomalies and rapidly identify security threats.

109. At the same time, questions have been raised as to whether big data itself creates new security risks. ENISA produces a regular report on the big data ‘threat landscape’. The latest report recognised that big data analytics can be a powerful tool in detecting security risks, but it also identified several potential security risks specific to big data processing. For example, the high level of replication in big data storage and the frequency of outsourcing the analytics increase the risk of breaches, data leakages and degradation; also, the creation of links between the different datasets could increase the impact of breaches and leakages. In a further study, ENISA looked at the security of big data in three sectors: financial services, energy and telecoms. ENISA identified threats to do with access controls, the ability to securely restore datasets, and validation of the data sources. ENISA proposed measures to mitigate these threats.

110. These reports clearly indicate that, in addition to the security issues associated with any IT system, specific security threats can arise.

---
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from the nature of big data processing. These need to be addressed by data controllers as part of their risk assessment in order to meet the requirement, in both the DPA and the GDPR, to put in place appropriate security measures to protect personal data.

111. In some cases it will be more practical to carry out big data analytics in the cloud. In this case, organisations must obtain sufficient guarantees from the cloud provider as to the security measures it uses. Our guidance on the use of cloud computing\textsuperscript{108} explains the data protection issues involved.

**Accountability and governance**

**In brief...**

- Accountability is increasingly important for big data analytics and will become an explicit **requirement under the GDPR**.

- Big data organisations may need to make **changes** to their reporting structures, internal record keeping and resource allocation.

- Machine learning algorithms have the potential to make decisions that are **discriminatory, erroneous and unjustified**.

- **Data quality** is a key issue for those with information governance responsibilities in a big data context.

112. The concept of ‘accountability’ has always been an implicit requirement in the DPA. However, under the GDPR its importance is elevated by introducing an explicit accountability principle that requires organisations to demonstrate compliance with all the other principles in the regulation\(^{109}\). This is further emphasised by several provisions throughout the GDPR that promote accountability. The requirements of this new principle have several implications for organisations undertaking big data analytics.

113. One of the accountability requirements is that records of processing activities must be maintained in circumstances (among others) where organisations have more than 250 employees or where they are processing personal data that could result in a risk to individuals’ rights and freedoms. It is likely that organisations involved in big data analytics may fall within one, or both, of the above situations. One of the records that must be maintained is the purposes of the processing of personal data\(^{110}\). This may be problematic in a big data context as the initial analysis of data is often experimental and without any predefined hypothesis or business need\(^{111}\). This unique feature of big data analytics (discussed in more detail in the **privacy notices** section of chapter 3) means the ultimate reasons for
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processing may be unclear; this may make it difficult to state the purposes as a part of internal record keeping. Furthermore, the purpose an organisation initially records may change as new correlations in the data are discovered which prompt different uses.

114. A further accountability provision under the GDPR is the requirement to appoint a data protection officer (DPO)\textsuperscript{112}. This will be a necessity for almost all public authorities but also for organisations that systematically monitor individuals on a large scale, including those using big data analytics for purposes such as online behaviour tracking or profiling. Although this will mainly affect smaller organisations that may not currently have an appointed DPO, it also has implications for big data organisations that already have a DPO. This is because the GDPR places new obligations on organisations regarding the DPO’s position and tasks, which may require changes in reporting structures and the provision of additional resources\textsuperscript{113}.

115. The importance of accountability is not limited to what is explicitly stated in the provisions of the GDPR; it extends to all aspects of an organisation’s processing operations involving personal data. Given the growing popularity of some types of big data analytics, such as machine learning, there has recently been increasing discussion about the role of algorithms in decision making, often referred to as ‘algorithmic accountability’\textsuperscript{114}. In essence, this is about being able to check that the algorithms used and developed by machine learning systems are actually doing what we think they’re doing and aren’t producing discriminatory, erroneous or unjustified results.

116. As regards discrimination, this is associated with issues relating to the effects of the processing of personal data, as discussed in the fairness section above. The autonomous and opaque nature of machine learning algorithms can mean that decisions based on their output may only be identified as having been discriminatory afterwards – when the effects have already been felt by the people discriminated against. For instance, ProPublica analysed 7,000 ‘risk scores’ produced by a machine learning tool used in some US states to predict the future criminal behaviour of defendants. The findings revealed discrimination based on race, with black defendants falsely classified as future criminals on nearly twice as many occasions as
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white defendants\textsuperscript{115}. Detecting discriminatory decisions in hindsight will not be sufficient to comply with the accountability provisions of the GDPR\textsuperscript{116}. Big data analysts will need to find ways to build discrimination detection into their machine learning systems to prevent such decisions being made in the first place.

117. As regards erroneous algorithmic decisions, there are clear implications for the data protection principle of accuracy, such as inaccurate predictions based on biased profiling, as discussed in the accuracy section above. However, it is not just profiling decisions that need to be held to account for their accuracy. Association algorithms find links between data that can then be applied to real-world situations. For instance, the autocomplete functionality of Google’s search engine suggests words that its machine learning algorithms have determined are associated with the user-typed text\textsuperscript{117}. This type of decision can be problematic regarding accuracy. Autocomplete associations have twice been contested in German courts. One case involved a businessman who discovered that Google linked him with ‘scientology’ and ‘fraud’. Another involved the wife of a former German president who sued Google over autocomplete’s suggestions of words that linked her with escort services\textsuperscript{118}. In Nicholas Diakopoulos’ article on accountability in algorithmic decision making, he makes the following point about associations:

"One issue with the church of big data is its overriding faith in correlation as king. Correlations certainly do create statistical associations between data dimensions. But despite the popular adage, ‘Correlation does not equal causation,’ people often misinterpret correlational associations as causal.”\textsuperscript{119}

118. The distinction between correlation and causation is very important; organisations using machine learning algorithms to discover associations need to appropriately consider this distinction and the potential accuracy (or inaccuracy) of any resulting decisions.

\textsuperscript{116} GDPR Recital 71
119. As regards the justification of decisions based on machine learning algorithms, and further to the issues of fairness discussed above, there are also implications for the new right under the GDPR to obtain an explanation of a decision based on automated processing\textsuperscript{120}. Some have suggested this right can be easily circumvented as it is restricted to ‘solely’ automated processing and decisions that ‘significantly’ affect individuals\textsuperscript{121}. However, there are still many situations where the right is very likely to apply, such as credit applications, recruitment and insurance. In such circumstances, it may be difficult to provide a meaningful response to an individual exercising their right to an explanation. This is because, as Jenna Burrell notes in her paper on the opacity of machine learning algorithms, when computers learn and make decisions, they do so “without regard for human comprehension”\textsuperscript{122}. Big data organisations therefore need to exercise caution before relying on machine learning decisions that cannot be rationalised in human-understandable terms. If an insurance company cannot work out the intricate nuances that cause their online application system to turn some people away but accept others (however reasonable those underlying reasons may be), how can it hope to explain this to the individuals affected?

120. Related to the concept of accountability are data quality and information governance. Data quality is a key issue for organisations using big data analytics. This is linked to what is often seen as the ‘fourth V’ of big data: veracity, or in other words the reliability of the data\textsuperscript{123}. Senior managers in big data organisations need to know whether they can trust what the data is apparently telling them. This can involve looking at, for example, the sources of the data, how accurate it is, whether is sufficiently up to date, how securely it is kept and whether there are restrictions on how it can be used. In 2013 Forrester Consulting\textsuperscript{124} carried out a survey of senior executives in companies dealing with big data, asking them: “What best describes how you govern big data today?” The top issues they
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identified included the following (in each case we have also identified relevant data protection provisions):

<table>
<thead>
<tr>
<th>Information governance issue</th>
<th>Data protection provision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Security and monitoring</td>
<td>Principle 7 – security</td>
</tr>
<tr>
<td>Protection and masking of sensitive data</td>
<td>Sensitive data definition and conditions for processing</td>
</tr>
<tr>
<td>Profiling data sources (lineage, traceability, format, etc.)</td>
<td>Anonymisation and definition of personal data; Principle 1 – fairness</td>
</tr>
<tr>
<td>Data lifecycle management: archiving data</td>
<td>Principle 5 – retention</td>
</tr>
</tbody>
</table>

121. It is clear that these information management issues all have implications for data protection. This means data protection cannot be seen as simply a matter of complying with external legal requirements. Addressing data protection issues supports good practice in information governance. The Forrester study found that mature information governance is linked to business success, because it is essential to realising the benefits of big data. Data protection should be seen as an enabler of that success, not a barrier to it.

122. The growth of big data has led some organisations to create a position of chief data officer\textsuperscript{125}. The role typically includes overall responsibility for data quality and data security. We suggest this also involves a consideration of data protection, which may traditionally have been seen as a compliance function.

Data controllers and data processors

In brief...

- Big data analytics can make it difficult to distinguish between data controllers and data processors.
- Organisations outsourcing analytics to companies specialising in AI and machine learning need to consider carefully who has control over the processing of any personal data.

123. Under the DPA, a distinction is made is between ‘data controllers’ and ‘data processors’\(^\text{126}\). A data controller, as the name suggests, has overall control over the processing of personal data – it determines the purposes and manner of the processing, either on its own, jointly or in common with another data controller. However, a data processor does not have such control – it merely processes personal data on a data controller’s behalf. When a data controller uses a data processor, the DPA says a written contact must be in place to ensure that the data processor only acts upon its instructions; ultimate responsibility for compliance with the DPA lies with the data controller. Our guidance on the differences between, and governance implications for, data controllers and data processors goes into more detail\(^\text{127}\).

124. The definitions of data controllers and data processors are very similar under the GDPR. However, data processors will share more of the responsibility for compliance with the regulation, specifically regarding adoption of appropriate security measures and the possibility of regulatory action for failure to comply. The GDPR also sets out certain details that contracts between data controllers and data processors must contain, such as types of data; purpose (and duration of) processing; and categories of data subject\(^\text{128}\).

125. Distinguishing between data controllers and data processors can be relatively straightforward in certain circumstances. For instance, if an organisation chooses to store its customer data in the cloud, the cloud provider is likely to be a data processor as it is simply acting on
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the original organisation’s behalf and is not determining the purposes of the processing.

126. However, when personal data is processed in the context of big data, AI and machine learning, this can make it more difficult to distinguish between data controllers and data processors. This is because, typically, big data analytics is about finding correlations, making predictions and aiding decision-making; all of which blur the lines between who is actually determining the purposes and manner of the processing when an organisation has chosen to outsource the analytics to another company – one that specialises in AI, for example.

127. Therefore, when outsourcing big data analytics to other companies, careful consideration should be given to where control over the processing of personal data actually lies – this will have implications for compliance and liability. If an organisation intends to conduct its big data outsourcing in a data controller-data processor relationship, it is important that the contract includes clear instructions about how the data can be used and the specific purposes for its processing.

128. However, the existence of such a contract would not automatically mean that the company doing the data analysis is a data processor. If that company has enough freedom to use its expertise to decide what data to collect and how to apply its analytic techniques, it is likely to be a data controller as well. For instance, in a forthcoming article on the transfer of data from the Royal Free London NHS Foundation Trust to Google DeepMind, Julia Powles argues that, despite assertions to the contrary, DeepMind is actually a joint data controller as opposed to a data processor129.
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Chapter 3 – Compliance tools

129. The previous chapter discussed several key data protection implications that can arise from the use of big data analytics. We now turn to some of the compliance tools that can help organisations meet their data protection obligations and protect people’s privacy rights in a big data context.

Anonymisation

In brief...

- Often, big data analytics will not require the use of data that identifies individuals.
- **Anonymisation** can be a successful tool that takes processing out of the data protection sphere and mitigates the risk of loss of personal data.
- Organisations using anonymisation techniques need to make robust assessments of the **risk of re-identification**.

130. If personal data can be fully anonymised, it is no longer personal data. In this context, ‘anonymised’ means it is not possible to identify an individual from the data itself or from that data in combination with other data, taking account of all the means that are reasonably likely to be used to identify them. If the data is no longer personal data, it is not covered by data protection legislation. The GDPR makes this explicit¹³⁰:

> “The principles of data protection should therefore not apply to anonymous information, namely information that does not relate to an identified or identifiable natural person or to personal data rendered anonymous in such a manner that the data subject is not or no longer identifiable.”

131. Therefore, a key question for big data organisations is whether they need to use data that identifies individuals. There are many examples of the use of anonymised data in big data analytics. Telefonica’s

¹³⁰ GDPR Recital 26
Smart Steps tool uses data on the location of mobile phones on its network to track the movement of crowds of people. This can be used by retailers to analyse footfall in a particular location. The data that identifies individuals is stripped out before the analysis and the anonymised data is aggregated to gain insights about the population as a whole and combined with market research data from other sources. Another example of this is in medical research, where data from clinical trials is rigorously anonymised before being made available for analysis.

132. In practice, anonymised data may be used in several scenarios: organisations may bring in anonymised data, or they may seek to irreversibly anonymise their own data before using it themselves or sharing it with others.

133. Some commentators have pointed to examples of where it has apparently been possible to identify individuals in anonymised datasets, and so concluded that anonymisation is becoming increasingly ineffective in the world of big data. On the other hand, Cavoukian and Castro have found shortcomings in the main studies on which this view is based. A recent MIT study looked at records of three months of credit card transactions for 1.1 million people and claimed that, using the dates and locations of four purchases, it was possible to identify 90 percent of the people in the dataset. However, Khalid El Emam has pointed out that, while the researchers were able to identify unique patterns of spending, they did not actually identify any individuals. He also suggested that in practice access to a dataset such as this would be controlled and also that the anonymisation techniques applied to the dataset were not particularly sophisticated and could have been improved.

134. It may not be possible to establish with absolute certainty that an individual cannot be identified from a particular dataset, taken together with other data that may exist elsewhere. The issue is not
about eliminating the risk of re-identification altogether, but whether it can be mitigated so it is no longer significant. Organisations should focus on mitigating the risks to the point where the chance of re-identification is extremely remote. The range of datasets available and the power of big data analytics make this more difficult, and the risk should not be underestimated. But that does not make anonymisation impossible or ineffective.

135. Organisations using anonymised data need to be able to show they have robustly assessed the risk of re-identification, and have adopted solutions proportionate to the risk. This may involve a range of technical measures, such as data masking, pseudonymisation and aggregation, as well as legal and organisational safeguards. The ICO’s Anonymisation code of practice\textsuperscript{135} explains these in more detail.

136. Anonymisation may be used when data is shared externally or within an organisation. For example, an organisation may hold a dataset containing personal data in one data store, and produce an anonymised version of it to be used for analytics in a separate area. Whether it remains personal data will depend on whether the anonymisation ‘keys’ and other relevant data that enable identification are kept by the organisation. Even if the data remains personal data, this is still a relevant safeguard to consider so that processing can comply with the data protection principles.

137. The Administrative Data Research Network is an example of how de-identified data can be used for research\textsuperscript{136}. It is made up of four Administrative Data Research Centres (ADRCs), which provide a secure environment in which accredited researchers, working on approved projects, can access administrative data collected by government. The ADRCs do not hold personal identifiers with the data; instead, the personal identifiers are sent to trusted third parties. These third parties match records for the same individual across different datasets, and send the results of the matching to the ADRC (but they do not hold the research data about the individuals). This means the researchers see the data they need, including matchings across different datasets, but without any personal identifiers.


\textsuperscript{136} Administrative Data Research Network https://adrn.ac.uk/protecting-privacy/ Accessed 1 June 2016
The UK Anonymisation Network (UKAN), originally funded by the ICO, also has an important role in providing expert advice on anonymisation techniques. It is co-ordinated by a consortium of the Universities of Manchester and Southampton, the Open Data Institute and the ONS.

Anonymisation should not be seen merely as a means of reducing a regulatory burden by taking the processing outside the DPA. It is also a means of mitigating the risk of inadvertent disclosure or loss of personal data, so it is a tool that assists big data analytics and helps organisations to do research or develop products and services. It also enables organisations to provide an assurance to individuals that data identifying them is not being used for such analytics. This is part of the process of building trust, which is key to taking big data forward.

---

Privacy notices

In brief...

- There are several innovative approaches to providing privacy notices including the use of videos, cartoons, just-in-time notifications and standardised icons.

- Using a combination of approaches can help make complex information on big data analytics easier to understand.

140. The DPA says that, apart from in certain specified circumstances, the processing of personal data cannot be considered fair unless the data subject is given some basic information about it, including the data controller’s identity, the purpose of the processing and any other information necessary for the processing to be fair. Our Privacy notices code of practice \(^{138}\) explains this further with practical examples.

141. The GDPR expands on this and requires data controllers to provide more detailed information. This includes “the existence of automated decision-making including profiling”\(^{139}\), in which case data controllers have to explain the logic involved and the “significance and envisaged consequences” of the profiling for the data subject. This refers to decisions based solely on automated processing, rather than on decisions made by people. This may be relevant in big data scenarios, where algorithms developed in the initial discovery phase are then applied to make decisions in individual cases, for example in credit scoring. In that case data controllers will have to find ways to describe, in meaningful terms, how the decision was made.

142. In a big data context these requirements can be problematic, and it has been suggested that privacy notices are not feasible regarding big data analytics. This is argued on several grounds:

- People are unwilling to read lengthy privacy notices.

- The context in which data is collected (eg from smartphone apps or IoT devices) can make it practically difficult to give the

\(^{138}\) Information Commissioner’s Office. Privacy notices code of practice. ICO, December 2010.
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information.

- The analytics used in big data are too difficult to explain in terms that people can understand.

- Given that big data analytics often involves repurposing data, the data controller cannot foresee, at the outset, all the uses that may be made of the data.

**People don’t read privacy notices?**

143 Ticking a box to say ‘I have read and agreed to the terms and conditions’ has been described as “the biggest lie on the web”\(^{140}\). Clearly, when people want to buy something online or download an app, they often tick ‘I agree’ without reading the privacy notice. Reluctance to read privacy notices has been well documented:

- The House of Commons Science and Technology Committee heard evidence that to read all the terms and conditions encountered on the internet would take a month per year\(^ {141}\).

- The White House report on big data\(^ {142}\) noted the phenomenon of ‘privacy fatigue’, and found that even though US advertisers provided information on their use of data, few people read or understood it.

- A report for Ofcom by WIK Consult says there is little incentive for people to read privacy policies when using the internet since it would take significantly more time than they spend using the content or the app\(^ {143}\).

144 However, it would be wrong to infer that people are indifferent to how their data is used or that the requirement to provide privacy information is therefore irrelevant or inapplicable in a big

\(^{140}\) [http://biggestlie.com/](http://biggestlie.com/)


data context. As we have discussed in the section on expectations in chapter 2, people’s attitudes to the use of their data are more complex than that simplistic approach would suggest. Rather, as the studies referred to in the previous paragraph suggest, the problem lies with the format of many privacy notices. It is understandable that people are unwilling to read privacy notices that are long, written in legalistic terms or intended primarily to protect the organisation using the data rather than informing the data subject.

145. In our view, rather than making privacy notices irrelevant, big data challenges organisations to be as innovative in this area as they are in using analytics, and to find new ways of conveying information concisely. Privacy notices should be written in plain English, with a person of an average reading age in mind. In this context it is important to recognise that the data subjects concerned may well be young people. Textual information can be accompanied by other ways of delivering information in a user-friendly form. Channel 4’s use of a YouTube video\textsuperscript{144} to accompany their ‘Viewer Promise’ is one example of an innovative approach. The Guardian\textsuperscript{145} and O2\textsuperscript{146} use cartoons to explain their privacy policies. A combination of different approaches can be used to make the information easier to understand.

146. In 2014 the House of Commons Science and Technology Committee called on the government to take the lead in encouraging clarity and simplicity in privacy notices\textsuperscript{147}. Two years later, they noted that “a combination of consumer demand, reputational concerns and legislative pressure are beginning to have effect” and gave examples of improved practice by Google and Facebook\textsuperscript{148}. A report for the British Standards Institution (BSI) said clearer and simpler privacy information would benefit consumers and businesses. The BSI is

\textsuperscript{144} Channel 4 website \url{http://www.channel4.com/4viewers/} Accessed 8 April 2016
\textsuperscript{145} The Guardian website \url{https://www.theguardian.com/info/privacy} Accessed 17 June 2016
\textsuperscript{146} O2 website \url{http://www.o2.co.uk/termsandconditions/privacy-policy} Accessed 8 April 2016
planning to develop a set of standards specifically for big data, including a Terms and Conditions standard.\textsuperscript{149}

147. Several organisations in the UK and abroad are currently working on practical ways to make privacy notices more understandable.\textsuperscript{150} As well as advocating the use of plain language, these approaches include identifying and defining commonly used terms and creating a database so that they can be re-used in different contexts, with standard icons. It has been suggested that since nutrition information is conveyed in standardised ways on food packaging, a similar approach could be applied to privacy notices.

148. The GDPR encourages clarity and new approaches. It says that information addressed to the public or the data subject should be “concise, easily accessible and easy to understand, and that clear and plain language, and additionally, where appropriate, visualisation is used”. It says that this is particularly relevant in situations such as online advertising, where “the proliferation of actors and the technological complexity of practice make it difficult for the data subject to know and understand if personal data relating to him or her are being collected, by whom and for what purpose.”\textsuperscript{151} It also says standardised icons can be used to explain the processing.\textsuperscript{152}

New methods of data collection

149. When big data includes data that is collected or observed by apps or devices rather than provided directly by individuals, it can be more challenging to provide a privacy notice, but it is possible to address this issue, as the following examples show:

- Our guidance on Privacy in mobile apps\textsuperscript{153} gives examples of a notice within an app store and of in-app notices, including a layered privacy notice, where brief summary information is given along with a link to a more detailed

\textsuperscript{149} Circle Research. Big data and standards market research. BSI Standards Ltd, January 2016. \url{http://shop.bsigroup.com/forms/The-Big-Data-and-market-research-report/}
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policy, and a just-in-time notification at the point where data is collected.

- The EU’s Article 29 Working Party looked at data protection issues associated with IoT devices, focusing on wearable computing such as watches and glasses, ‘quantified self’ devices such as activity trackers, and devices in the home such as smart thermostats. They suggested that privacy information could be provided on the device itself, or by broadcasting the information via Wi-Fi or making it available through a QR code\(^\text{154}\).

- We have published guidance on \textit{Wi-Fi location analytics} \(^\text{155}\) (ie, the collection of MAC addresses of devices trying to connect to Wi-Fi networks, such as those provided by businesses for customers to use on their premises). This recommends giving privacy information through signage in the building, in the location(s) where the data is processed, or at the portal page of the Wi-Fi network.

150. We recognise that in these contexts it may be difficult to provide the information required by the DPA and the GDPR, and to do so in way that encourages people to read it. But the advice in these documents (and our Privacy notices code of practice) suggests it is possible. It is important to consider at an early stage of development how this information will be provided, and to look at the relationship between usability and privacy by design\(^\text{156}\).

\textbf{Big data is too hard to explain?}

151. It may be argued that it is too difficult to explain the processing in a privacy notice, because big data tends to rely on complex analytics and algorithms. However, this would be to misunderstand the purpose of a privacy notice. The DPA does not require the privacy notice to describe \textit{how} the data is processed (ie, the technical details of how the algorithms work), but the \textit{purposes} for which it is processed. The DPA is also clear
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that processing cannot be fair if people are deceived or misled about those purposes\textsuperscript{157}. Even if it is difficult to explain in simple terms how the analytics works, it should be possible to explain the purposes in a way that does not deceive or mislead.

**Unforeseen purposes**

152. Given the propensity of big data to find unexpected correlations between datasets and therefore to find new uses for that data, it may be difficult for an organisation to foresee at the outset all the uses it may make of the data it collects. Big data may involve a ‘discovery’ phase (thinking with data) in which the organisation analyses the data to find useful correlations. This implies a ‘bottom up’ approach, starting with the data rather than with a specific business need. This was the recommendation in a consultants’ report on big data for the telecoms industry:

\begin{quote}
“... operators seeking to make initial inroads with big data are advised to avoid the usual top-down approach, which sets up a business problem to be solved and then seeks out the data that might solve it...

Instead, operators should begin with the data itself, experimenting with what they have on hand to see what kinds of connections and correlations it reveals.”\textsuperscript{158}
\end{quote}

153. Such an approach may be a feature of big data but does not remove the requirement to provide a privacy notice if personal data is being processed. Big data organisations must identify the purposes of the processing at the earliest possible stage and communicate this to data subjects, so that people are not misled about how their data is used. Alternatively, if individuals need not be identified in the initial discovery phase, the organisation should consider using anonymised data instead.

154. The ability to analyse data for different purposes, such as using the location of mobile phones to plot movements of people or traffic is an important characteristic – and a benefit – of big data analytics. If an organisation has collected personal data for one

\textsuperscript{157} Data Protection Act 1998 Schedule I Part II 1(1)

\textsuperscript{158} Acker, Olaf; Blockus, Adrian and Pötscher, Florian. Benefiting from big data: a new approach for the telecom industry. Strategy\&\, 12 April 2013 http://www.strategyand.pwc.com/reports/benefiting-big-data Accessed 14 April 2016
purpose and wants to start using it for a completely different purpose, it needs to update its privacy notice accordingly, ensure that people are aware of this, and obtain consent to use the data for the new purpose.

155. If an organisation buys in personal data from another organisation to use it for big data analytics, it also needs to ensure that the original privacy notice given to the individuals by the seller covers this further use of the data. If it does not, the buyer will need to give the individuals concerned its own privacy notice, making clear the new purpose for which the data will be processed. In limited circumstances this is not needed, chiefly if to do so would involve a “disproportionate effort”\(^{159}\). Furthermore, if there is a difference between what people were told originally and what the buyer intends to do with the data, then the buyer will have to obtain their consent to their data being used for the new purpose.

156. Additionally, privacy notices are also an important tool in situations where an organisation is merged with or acquired by another organisation. This is especially relevant in the technology sector, where mergers and acquisitions often occur\(^{160}\), notably Facebook’s acquisition of WhatsApp\(^{161}\) and Microsoft’s acquisition of LinkedIn\(^{162}\). In such circumstances, the data protection obligations follow the data. So organisations need to ensure that individuals are made aware of what is happening and are reassured their personal data will only be used in line with their reasonable expectations (i.e. for the same purposes for which the data was originally obtained). Providing a copy of the original privacy notice, along with further information to identify the new organisation and explain what is happening, can help meet this requirement. The ICO’s Data sharing code of practice\(^ {163}\) says more about mergers.

\(^{159}\) DPA Schedule 1 Part II paragraph 3 and GDPR Article 14(5)
The use of social-media data is a growing area in which data collected by one organisation is used by another. Social media platforms such as Facebook and Twitter make the data that subscribers have posted available to third parties under certain conditions. A social-media company may make the data available via an application programming interface (API), as with Twitter, or in some cases the third party may gather the information themselves by ‘web scraping’\textsuperscript{164}. The data might be used for sentiment analysis or identifying general trends, or in some cases for profiling individuals, eg for assessing credit risk. It may be difficult to anonymise this data when it is transferred, so the third party may be processing personal data. In that case it should consider whether it is necessary to provide a privacy notice to the individuals concerned. While the social-media company’s terms of service may include reference to use by third parties, in reality people may not be aware of how their data is used. Research by Ipsos Mori showed that fewer than two in five adults were aware that their social-media data could be shared with companies or government for research, and more than three in five thought it should not happen\textsuperscript{165}.
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Privacy impact assessments

In brief...

- A **privacy impact assessment** is an important tool that can help to identify and mitigate privacy risks before the processing of personal data.

- Under the **GDPR**, it is highly likely that doing a privacy impact assessment – known as a **‘data protection impact assessment’** – will be a **requirement** for big data analytics involving the processing of personal data.

- The unique features of big data analytics can make some steps of a privacy impact assessment more **difficult**, but these **challenges** can be **overcome**.

158. Big data analytics can involve novel, complex and sometimes unexpected uses of personal data. To establish whether the processing is fair, it is particularly important to assess, before processing begins, to what extent it is likely to affect the individuals whose data is being used and to identify possible mitigation measures. The tool for such an analysis is a privacy impact assessment (PIA). Our code of practice on conducting privacy impact assessments\(^{166}\) gives practical advice on how to do PIAs, and links the PIA to standard risk-management methodologies.

159. Currently, it is good practice to do a PIA where projects involve new uses of data, but the GDPR\(^ {167}\) will require a PIA – referred to as a ‘data protection impact assessment’ (DPIA) – in certain instances that are likely to create a high risk to people’s rights and freedoms, particularly when the processing uses new technologies. It is highly likely that most big data applications involving the processing of personal data will fall into this category. The GDPR refers to a “systematic and extensive”\(^ {168}\) evaluation of individuals based on automated processing, including profiling, where decisions based on this significantly affect individuals.

---


\(^{167}\) GDPR Article 35

\(^{168}\) GDPR Article 35(3)(a)
160. In our discussions with certain industry sectors, some potential privacy risks associated with big data have been identified, for example from the use of inferred data and predictive analytics. Some organisations have said there are no significant differences between using our existing PIA methodology to address these big data risks and using it in their normal data processing.

161. However, others have suggested there may be particular issues to do with big data that make it more challenging to follow the methodology. For example, one of the early PIA stages is to describe the information flows, ie how the data will be used or shared. DPIAs under the GDPR have a similar requirement. As we have seen, big data is likely to involve a discovery phase, when new uses of existing data or new data sources are investigated. This is often about finding new and unexpected correlations. So it may not be clear at the outset what data will be useful or how it will be used, and this can make it more difficult to map the information flows. Furthermore, as we have noted above in the discussion of privacy notices and consent, it may be practically difficult to legitimise the processing by seeking consent.

162. Annex 1 of this paper discusses these and other issues, giving some guidance on how to overcome the inherent challenges of conducting PIAs in a big data context. We would still recommend using our privacy impact assessments code of practice as a full and detailed guide to conducting PIAs. But we hope Annex 1 will help organisations consider how to conduct a PIA for big data analytics and understand how the DPIA requirements in the GDPR affect this.
Privacy by design

In brief...

- The benefits of big data need not come at the cost of privacy.
- Embedding privacy by design solutions into big data analytics can help to protect privacy through a range of technical and organisational measures.
- Under the GDPR, privacy by design – known as ‘data protection by design and by default’ – will become a legal requirement.

163. The basis of the privacy by design approach is that if a privacy risk with a particular project is identified, this can be an opportunity to find creative technical solutions that can deliver the real benefits of the project while protecting privacy. As stated in the benefits section of chapter 1, the ICO firmly supports this approach. Data protection and privacy rights are the foundations on which big data analytics can be successfully built. Implementing privacy by design solutions can be mutually beneficial for individuals, big data organisations and society.

164. The concept of privacy by design is often associated with the implementation of techniques to anonymise or pseudonymise personal data, as discussed in the anonymisation section above. One technique in this area is ‘differential privacy’. Originally conceived in 2006\(^{169}\) (but gaining momentum now due to the advancing capabilities of AI), differential privacy involves injecting ‘noise’ into the answers of dataset queries. The noise should be great enough to provide anonymity at an individual level, but not enough to affect the utility of the answer\(^{170}\). Some have criticised differential privacy on the basis that an appropriate trade-off between privacy and utility is unachievable in most circumstances\(^{171}\). However, it is quickly
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becoming a popular privacy by design technique among large technology companies such as Apple\textsuperscript{172} and Google\textsuperscript{173}.

165. However, privacy by design solutions involve not only anonymisation techniques, but a range of other measures both technical and organisational, including:

- security measures to prevent data misuse, such as access controls, audit logs and encryption
- data minimisation measures, to ensure that only the personal data that is needed for a particular analysis or transaction (such as validating a customer) is processed at each stage
- purpose limitation and data segregation measures so that, for example, personal data is kept separately from data used for processing intended to detect general trends and correlations, and
- ‘sticky policies’ that record individual’s preferences and corporate rules within the metadata that accompanies data\textsuperscript{174}.

166. Much of the initial work on privacy by design was done by the Office of the Information and Privacy Commissioner of Ontario, Canada\textsuperscript{175}. More recently, ENISA has produced a wide-ranging report on the use of privacy by design techniques in big data\textsuperscript{176}. This includes examples of how the privacy by design approach could be applied in various ‘smart city’ use cases, such as smart-parking apps, smart metering and citizen platforms. They called for a conceptual shift from “big data versus privacy” to “big data with privacy”, a viewpoint strongly shared by the ICO. They concluded that achieving this is not easy,
and that more work is needed on privacy-enhancing technologies (PETs) but that “the concept of privacy by design is key in identifying the privacy requirements early at the big data analytics value chain and in subsequently implementing the necessary technical and organizational measures”.

167. The concept of privacy by design has now been included in the GDPR, under the heading ‘data protection by design and by default’. It will therefore become a legal requirement, as data controllers will be obliged to take “appropriate technical and organisational measures for ensuring that, by default, only personal data which are necessary for each specific purpose of the processing are processed.”

177 GDPR Article 25
Privacy seals and certification

In brief...

- **Certification schemes** can be used to help demonstrate the data protection compliance of big data processing operations.
- The **GDPR** will encourage the establishment of such schemes.

168. In recent years the idea of having a system for certifying that a particular instance of personal data processing complies with data protection requirements, often described as a trust mark or privacy seal, has gained support. It has been suggested that this could be helpful in a big data context to promote consumer trust in the processing.\(^78\). It has been reported that Huawei obtained a form of certification offered by the German company ePrivacy for its Hadoop-based FusionInsight product\(^79\).

169. Certification has been included in the GDPR. It encourages the “establishment of data protection certification mechanisms and of data protection seals and marks” to demonstrate that processing operations comply with the Regulation. These would be awarded by data protection authorities or by accredited certification bodies\(^80\).

170. The ICO has been looking into the feasibility of setting up a privacy seals scheme for data protection. Our idea was that the seal would certify a particular service, product or process (rather than an organisation as a whole) to show that it complies with data protection requirements. The award would be based on rigorous testing and follow-up by an established certification body, applying guidelines laid down by the ICO. We are considering how our original idea relates to the new provisions in the GDPR.

171. The Information Accountability Foundation has argued that big data organisations need to make their own ethical assessments of their processing and they have proposed a framework for this. They
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\(^78\) eg Taylor, Simon Data: the new currency. European Voice, June 2014  
\(^80\) GDPR Articles 42-43 and Recital 100
suggest that “accountability agents”, such as certification bodies, could have an important role in monitoring this\textsuperscript{181}. In this respect they would supplement the work of data protection authorities. This would need to be considered in the light of the new GDPR provisions that require data controllers to consult with the data protection authority before undertaking processing operations likely to result in high risk, in cases where the proposed mitigating measures do not reduce this risk to an acceptable level\textsuperscript{182}.

\textsuperscript{182} GDPR Article 36
Ethical approaches

In brief...

- An **ethical approach** to the processing of personal data in a big data context is a very **important compliance tool**.

- **Ethics boards** at organisational and national level can help to assess issues and ensure the application of ethical principles.

- Ethical approaches to the use of personal data can help to build **trust** with individuals.

- There is a role for the setting of **big data standards** to encourage best practice across industries.

172. There has been a recent trend towards developing ethical approaches to the use of personal data in big data processing. Several commentators who are concerned about the privacy impact of big data have advocated the need for an ethical approach that supports and goes beyond compliance with legal requirements. For example, the European Data Protection Supervisor has said that, “In today’s digital environment, adherence to the law is not enough; we have to consider the ethical dimension of data processing.”\(^{183}\) The Information Accountability Foundation has been working on a Big Data Ethics Initiative\(^ {184}\), which proposes a set of ethical values for assessing big data initiatives, summarised below:

- Organisations should define the benefits of the analytics.

- They should not incur the risks of big data analytics if the benefits could be achieved by less risky means.

- The insights should be sustainable.

- The processing should respect the interests of stakeholders.

- The outcomes of the processing should be fair to individuals and avoid discriminatory impacts.

---


173. We are now seeing examples of both public and private sector organisations developing their own sets of ethical principles. These are essentially ground rules setting out how the organisation will use people’s data. They typically stress values of fairness and transparency. They are usually intended both as a guide for employees when they are using data and developing new projects, and as a means of reassuring customers and building a relationship of trust with them.

174. Sometimes these principles are condensed into a simple ‘litmus test’ to remind employees to think about them when planning new uses of data; for example, would you want the data of a member of your family to be used in this way? The US company Caesar’s Entertainment applies a ‘sunshine test’: if the details of how we use data were made public, would it strengthen or threaten customer relationships?  
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**Ethical approaches in the private sector**

**Aimia.** Aimia is a global company in the field of loyalty management and runs Nectar and other loyalty programmes. It has developed a set of data values with the acronym TACT: Transparency, Added value, Control and Trust. Transparency means telling customers what data is being collected, how it is being collected and how it is being used. Added value means making customers aware they will receive rewards for their participation. Control is about giving customers control over the data they provide and enabling them to share it and to opt out. Trust means giving customers confidence that the data will only be used in ways that you say you will use it and only share it with partners you have identified.

**IBM.** IBM has published an ethical framework for big data analytics. This takes account of the context in which the
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data will be collected and used; whether people will have a choice in giving their data; whether the amount of data and what will be done with it is reasonable in terms of the application; the reliability of the data; who owns the insights to be gained from the data; whether the application is fair and equitable; the consequences of processing; people’s access to the data; and accountability for mistakes and unintended consequences.

**Vodafone.** Vodafone publishes a set of privacy commitments\(^{188}\). These cover respect for people’s data; openness and honesty with customers; giving people meaningful choices; applying privacy by design; minimising privacy impacts when balancing privacy rights against other obligations; complying with privacy laws; and accountability.

**International developments.** In the USA, the Alliance of Automobile Manufacturers and the Global Alliance of Automakers has produced a set of privacy principles for the consumer data derived from new vehicle technologies\(^{189}\). At an international level, the GSMA, which represents mobile operators worldwide, produced guidelines on the use of mobile phone data in responding to the Ebola outbreak\(^{190}\).

175. The trend towards spelling out ethical principles is evident not just among private-sector companies but also in the public sector. Ethical principles for research have been in place for some time, for example in universities, but the growth of big data means they are having to be applied in more challenging situations, particularly where data is not collected directly from individual participants, such as the use of social-media data.
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Cabinet Office. The Cabinet Office has published a Data Science Ethical Framework\textsuperscript{191}. This aims to help researchers, as big data methods are starting to be used in research in the public sector. It puts forward six principles:

- Start with clear user need and public benefit.
- Use data and tools which have the minimum intrusion necessary.
- Create robust data science methods.
- Be alert to public perceptions.
- Be as open and accountable as possible.
- Keep data secure.

176. There is a role in this for councils or boards of ethics, both within organisations and at a national level. A large organisation may have its own board of ethics, which could ensure that its ethical principles are applied, and could make assessments of difficult issues such as the balance between legitimate interests and privacy rights. The use of internal ethics boards is advocated by the Council of Europe’s Consultative Committee of Convention 108 in its recently published big data guidelines\textsuperscript{192}. An important issue in this scenario is the organisational relationship between the ethics board and employees with responsibilities for data and analytics, such as the chief data officer and the data protection officer.

177. The Royal Statistical Society\textsuperscript{193} and the House of Commons Science and Technology Committee\textsuperscript{194} (the STC) have called for a UK Council


\textsuperscript{192} Consultative Committee of the Convention for the protection of individuals with regard to automatic processing of personal data. Guidelines on the protection of individuals with regard to the processing of personal data in a world of big data. Council of Europe, 23 January 2017. https://rm.coe.int/CoERMPublicCommonSearchServices/DisplayDCTMContent?documentId=09000016806ebe7a Accessed 16 February 2017


of Data Ethics to give a national lead and guidance on these issues. The government has agreed to consider how this can be established, probably under the auspices of the Alan Turing Institute. In a subsequent report, the STC has also called for the creation of a standing Commission on Artificial Intelligence to work closely with the Council of Data Ethics on the social, ethical and legal implications of the application of AI techniques. The government’s response stopped short of agreeing to set up a Commission, but detailed some similar work under way by the Royal Society and the British Academy on the implications of machine learning and data governance.

178. An example of an advisory board dealing with privacy issues in the public sector is in Seattle, in the USA. Seattle has set up a Privacy Advisory Board that oversees how the city uses personal data, particularly in the context of ‘smart city’ initiatives. It publishes a set of privacy principles and encourages the use of PIAs.

179. There seem to be several factors pushing the adoption of ethical principles. In the public sector, evidence of a lack of public awareness about data use and suspicions about data sharing have led to calls for ethical policies to be made explicit. In the private sector there is a commercial imperative to mitigate risk. It would harm a company’s reputation if it was the subject of media stories about the misuse of personal data, and consumers can also publicise
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198 Kitchin, R. Getting smarter about smart cities: Improving data privacy and data security. Data Protection Unit, Department of the Taoiseach, Dublin, Ireland, January 2016. [Accessed 17 June 2016]

199 Evans, Harry; Ginnis, Steve and Bartlett, Jamie. #SocialEthics. A guide to embedding ethics in social media research. Ipsos MORI, December 2015. [Accessed 15 April 2016]
their views to the world instantly. This is an important consideration in a competitive environment.

180. More positively, companies may also seek to develop their relationship with the customer, so that they trust the company with their data and are happy to provide more data in return for enhanced services or other benefits. ICO-commissioned research shows that the more people trust businesses with their personal data, the more appealing they find new product offers such as smart thermostats and telematics devices in cars. An international study of consumer attitudes to personal data reported in the Harvard Business Review found that people are willing to accept potentially intrusive uses of their data, such as profiling, in return for the enhanced benefits of a service like Google Now. However, it is not simply about value; trust is also important. If two organisations offer a service with the same value, people are more likely to allow their data to be used by the one they trust more. The study found that being transparent with customers, teaching them about data use and giving them control over their data are key elements in building trust. This suggests there is a business case for developing an approach that aims to build trust and is based on transparency and fairness.

181. It is notable that these ethical frameworks have been developed not by regulators but by companies and other organisations themselves. Nevertheless, many aspects of these frameworks echo key data protection principles and requirements. They reflect the importance of telling people what is being done with their data and who it will be shared with, considering whether the uses of that data are within people’s expectations, giving people access to their data and some control over the use of it, and considering the impact of the analytics on the people to whom the data relates. Developing ethical principles and frameworks for big data is a job for data controllers rather than data protection authorities. But we welcome this development because it helps organisations to ensure that their use of big data complies with data protection principles. In particular, it helps to meet what we see as the key issues of fairness and transparency.

182. In addition to ethical frameworks, there is also a role for developing common standards for big data analytics. Organisations such as the
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BSI\textsuperscript{202}, the International Telecommunications Union\textsuperscript{203} and the International Organisation for Standardization\textsuperscript{204} have been working towards a set of big data standards to help establish best practice and reduce risk for organisations involved in big data processing. The ICO supports the idea of big data standards and encourages their development, especially among trade associations and industry groups that can strongly influence their members.


Personal data stores

In brief...

- The use of personal data stores can address issues of fairness and lack of transparency by giving individuals greater control over their personal data.

- Personal data stores can support the concept of data portability (which will become law under the GDPR in certain conditions) regarding the re-use of an individual’s personal data under their control.

183. It has been suggested that one way to increase an individual’s control over the use of their data is through what are usually called personal data stores, or sometimes personal information management services. These are third-party services that hold people’s personal data on their behalf and make it available to organisations as and when the individuals wish to do so. Rubinstein\(^\text{205}\), an early proponent of this concept, saw it as a way of embedding privacy controls by managing organisations’ access to personal data and building in “fine-grained” privacy preferences. The European Data Protection Supervisor also sees personal data stores as a potential way of tackling concerns about individuals’ loss of control of their data\(^\text{206}\).

184. More recently, Obar\(^\text{207}\) has criticised the idea that individuals can effectively control how their personal data is used in a big data environment as the “fallacy of data privacy self-management”. He says people are not aware that their data is being collected or how it is used, and don’t have the time to read privacy notices. Instead, he argues for “representative data management”, ie a system of intermediaries who would manage a person’s data on his or her behalf.
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185. There is some evidence of public support for personal data stores in the UK. In a survey for the Digital Catapult, 30% of the people they surveyed said they would welcome a service to help them collect, manage and preserve their personal data. Some services of this type already exist, for example Mydex, which provides free encrypted personal data stores. This enables individuals to share data from their personal data store when they apply for a service or make a purchase online. It also enables them to provide a verified digital identity. There have been proposals for setting up personal data stores on a co-operative basis, so that the individuals who keep their data in the store could benefit financially when it is used.

186. The growth of personal data stores can also support the government’s midata initiative. This initiative currently focuses on the banking, telecoms and energy sectors. It enables individuals to receive the data that organisations in these sectors hold about them in a machine-readable electronic form. They can then use this, for example to find better deals using comparison websites.

187. The GDPR puts the concept of data portability into law. If a data controller is processing personal data on the basis of consent or contract, the data subject will have the right to receive the data they have provided in a “structured, commonly used and machine readable format”. They also have the right to transmit this to another data controller.

188. This is a developing area but personal data stores can offer individuals a degree of control over the re-use of their personal data across different services. This can at least help to address the issues of fairness and lack of transparency that we have identified as potentially problematic in big data.
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212 GDPR Article 20
Algorithmic transparency

In brief...

- **Auditing techniques** can be used to identify the factors that influence an algorithmic decision.

- **Interactive visualisation systems** can help individuals to understand why a recommendation was made and give them control over future recommendations.

- **Ethics boards** can be used to help shape and improve the transparency of the development of machine learning algorithms.

- A combination of technical and organisational approaches to algorithmic transparency should be used.

189. One of the implications discussed in the accountability and governance section of chapter 2 was the need for algorithmic accountability to ensure and demonstrate the data protection compliance of ‘black box’ big data processing activities such as machine learning. There is no consensus on a simple ‘one-size-fits-all’ type solution. But there is increasing debate about how best to achieve algorithmic transparency, from which several approaches have emerged.

190. A popular approach, championed by several commentators, is algorithmic auditing. In an MIT Technology Review article, ‘auditability’ is one of the five principles suggested for accountable algorithms. The idea is that auditability should be ‘baked in’ to algorithms in the development stage to enable third parties to check, monitor, review and critique their behaviour. For companies in the private sector the concept of an algorithmic audit is likened to an accounting audit which, while carried out in confidence to protect proprietary information, can still provide public assurance.

191. A lack of technical capability and computational resources has been cited as a potential barrier to the auditing of algorithms, yet there
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is also evidence of good progress on its implementation. A paper presented at the 2016 International Conference on Data Mining showed a technique for algorithmic auditing that was evidenced as being effective at identifying discrete factors that influence the decisions made by algorithms\textsuperscript{215}. Furthermore, in the USA, consultant companies are already being set up that specialise in providing algorithmic auditing services to their clients\textsuperscript{216}.

192. One of the applications of big data analytics is Natural Language Generation (NLG). This is the ability to create a human-understandable narrative from the analysis of various sources of data. IBM’s Slamtracker system is an example of NLG in practice; it converts data on tennis matches at Wimbledon into real-time automated stories and Twitter messages\textsuperscript{217}. NLG is commonly associated with this type of use (news and weather reports), but it may also be possible to apply it to algorithmic decision making with a view to increasing the transparency of how such decisions are made. According to an article written for the Association for Computing Machinery:

\begin{quote}
"Other methods are being developed in natural language generation (NLG) to output text that explains why or how a decision was reached. Imagine if your favorite machine learning library, say scikit-learn, could explain in a sentence why a particular input case was classified the way it was. That would be useful for debugging, if nothing else."\textsuperscript{218}
\end{quote}

193. So organisations may wish to look into ways of integrating NLG into their new and existing big data processing activities. This would enable them to give individuals explanations of decisions based on automated processing.

194. A different approach to algorithmic transparency is to combine visualisation and interactivity. Much research has been done on this, particularly on the use of big data analytics for recommendation

\textsuperscript{218} Diakopoulos, Nicholas. Accountability in algorithmic decision making. Communications of the ACM 59, no. 2 (2016): 56-62
systems. Studies have found, for instance, that visualisation tools such as TalkExplorer\(^\text{219}\) and SetFusion\(^\text{220}\) allowed individuals to better understand why recommendations had been made for them and enabled them to create more accurate recommendations for themselves. The visual explanations and interactivity in these systems were facilitated through features such as bookmark interrelation charts, Venn diagrams and adjustable sliders to change the importance of recommenders’ methods.

195. Where interactive visualisation systems might prove difficult to implement for certain types of big data analytics, a similar but more simplified approach could be adopted whereby individuals are given the opportunity to check and correct the outputs of machine learning algorithms. For example, if an organisation undertakes automated profiling on its customers to determine insurance premiums, it could allow them to inspect those profiles and correct any inaccurate labels assigned to them. Beyond demonstrating compliance with the data protection principle of accuracy, this could also lead to an overall improvement in the precision of the machine learning application\(^\text{221}\).

196. Another non-technical approach to algorithmic transparency is the use of ethics boards. These are discussed in the ethical approaches section above as part of a general approach to data protection compliance, but they can also be used more specifically to appraise and make decisions on the development and application of machine learning algorithms. For instance, a European study\(^\text{222}\) on the implementation of an algorithmic video surveillance system used an ethics board to which the researcher reported regularly regarding the algorithm. This allowed the board to understand the development of the algorithm and raise relevant questions so that matters of concern could be taken back to the project team for adjustments. To make transparent the algorithm’s step-by-step development, the ethics board’s minutes were made public. A well-known example of the use of an ethics board in an algorithmic context is Google’s AI ethics board, set up when it originally acquired the UK company DeepMind in 2014. However, Google has been criticised by some for its lack of

\(^{220}\) Parra, Denis; Brusilovsky, Peter and Christoph Trattner. See what you want to see: visual user-driven approach for hybrid recommendation. In Proceedings of the 19th International Conference on Intelligent User Interfaces, pp. 235-240. ACM, 2014
\(^{222}\) Neyland, Daniel. Bearing accountable witness to the ethical algorithmic system. Science, Technology & Human Values 41, no. 1 (2016): 50-76
transparency regarding board members and the focus of their work\textsuperscript{223}.

197. AI and machine learning are constantly evolving areas of research and practice, and consequently so are the discussions around transparency and accountability. Therefore we do not claim that the above approaches to algorithmic transparency are a complete list. As stated at the start of this section, no single approach to algorithmic transparency would work for every big data organisation. Rather, a combination of complementary approaches, both technical and organisational, should be adopted to suit the design and purpose of a particular big data application. This view is reflected in the findings of research on algorithmic transparency in the USA\textsuperscript{224} and Switzerland\textsuperscript{225}.
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Chapter 4 – Discussion

198. In chapters 2 and 3 we have shown that the use of big data analytics has several implications for data protection and privacy rights, but that those implications are not insurmountable barriers to the legal and ethical application of such analytic techniques. Various tools and approaches are available to help with compliance. Rather than restricting the use of big data analytics, these tools can encourage innovation and support delivery of the benefits that flow from big data.

199. However, we recognise the emerging view that the data protection principles, as embodied in UK and EU law, are no longer adequate to deal with the big data world. The World Economic Forum characterised the “traditional data protection approach” as one where “the individual was involved in consenting to data use at the time of collection. The organisation that collected the data then used it for a specified use, based on user consent, and then deleted the data when it was no longer needed for the specified purpose.” It is this model that critics of data protection have in mind.

200. This so-called ‘notice and consent’ model has been criticised on the grounds that users lack the time, willingness or ability to read lengthy privacy notices; therefore, even if they give consent on this basis it is effectively meaningless. It is also argued that there are practical difficulties in giving privacy notices in situations where data is collected by observing or recording the actions of individuals, rather than individuals consciously providing it. We have discussed these issues in the sections on privacy notices and consent above.

201. The notice and consent model is a fundamental facet of the data protection principle of transparency. Criticism of this model is mirrored by wider criticism of the role of transparency in the evolving world of big data analytics. Some suggest, for instance, that the concept of transparency is inadequate when it comes to the complex and opaque nature of algorithms and that it can lead to “gaming of the decisionmaking process.”

---
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In addition to such arguments about the limitations of transparency, there is a view that the problems of big data analytics, and any potential harms, arise not from how the data is collected but from how it is used. For example, some commentators have questioned what harm is caused in any case to an individual simply by the collection of their data, for example through mass surveillance by governments. An increased focus on the use of data has led to the championing of accountability as an answer to big data issues, as opposed to transparency. Rather than focusing on providing people with the ‘hows’ and ‘whys’ of the processing of their personal data, accountability concentrates on monitoring its use through mechanisms such as scrutinising the technical design of algorithms, auditability and software-defined regulation.

The emerging importance of accountability is reflected in the GDPR, which includes it explicitly as a new data protection principle and is, in part, being introduced to address the implications of the processing of personal data in a big data world. New provisions regarding data protection by design and default, data protection impact assessments and certification all emphasise the growing role accountability has to play both within organisations but also externally. It should be noted, for instance, that under the GDPR...
data protection regulators will have a role in giving prior authorisation to certain forms of ‘high risk’ processing\textsuperscript{239}. The prominence of accountability is further exemplified by the large volume of discussion about its features and use among academics\textsuperscript{240}, practitioners\textsuperscript{241} and journalists\textsuperscript{242}.

204. We freely acknowledge the increased weight being placed on accountability in a big data context, but we do not see it as the death of transparency as a data protection principle. To return to the example cited above about the mass collection of personal data: even if such processing were held to account regarding the potential issues arising from the use of the data – for instance, the increased severity and likelihood of data breaches, internal misuse by rogue employees and undesirable secondary use\textsuperscript{243} – the lack of a transparent process in the collection of the personal data would still cause other problems. Quite simply, if people have not been informed about the processing of their personal data, they are unlikely to be able to exercise their rights, even if they would regard the processing as unfair, because they would not be aware of it.

205. As we have shown in chapter 3, particularly in the privacy notices section, achieving transparency is not impossible in a big data world. But the methods by which it is achieved are altering, with a shift towards a more ‘layered’ approach to transparency. This approach is exemplified in the layering of privacy notices to individuals (as and when the purposes for collecting and using their personal data emerge), and also in the layering of information about the inner workings of big data analytics, with a greater level of detail and access given to regulators, auditors and accredited certification bodies.

206. As we have shown at points throughout this paper, big data analytics and data protection should not be viewed in simple binary terms; the same also applies to the principles of transparency and

\textsuperscript{239} GDPR Article 36
\textsuperscript{242} Burgess, Matt. Holding AI to account: will algorithms ever be free from bias if they're created by humans? Wired, 6 December 2016. \url{http://www.wired.co.uk/article/creating-transparent-ai-algorithms-machine-learning} Accessed 22 December 2016
accountability. There has been somewhat of a paradigm shift regarding the emerging importance of accountability, but this is not a wholesale replacement for transparency. In fact, the Centre for Information Policy Leadership lists transparency as part of one of the essential elements of accountability. In our view, a combination of both approaches will help to ensure the protection of privacy rights while delivering the benefits of big data.

This view is supported by other regulators in the EU and other jurisdictions. The USA does not have overarching data protection legislation in the same way as the EU, but in a speech on big data the chair of the Federal Trade Commission said that “focusing on consumer choice at the time of collection is critical, but use restrictions have their place too.” The Australian Information Commissioner has also stressed the continuing importance of notice and consent in a big data context, as well as the need for organisations to have a robust and accountable privacy governance framework in place.

---


Chapter 5 – Conclusion

208. Big data, AI and machine learning are becoming widespread in the public and private sectors. They may increasingly be seen as ‘business as usual’, but the key characteristics of big data analytics still represent a step change in the processing of personal data.

209. The analysis of big data using techniques made possible by AI creates implications for data protection, and it can be more challenging to apply the data protection principles when using personal data in a big data context. These implications arise not only from the volume of the data but from the ways in which it is generated, the propensity to find new uses for it, the complexity of the processing and the possibility of unexpected consequences for individuals. In this paper we have tried to map data protection principles against the features of big data analytics and highlight the areas of potential difficulty.

210. However, we have also discussed several tools and approaches, including anonymisation, PIAs and privacy by design, that can help organisations to ensure their processing complies with data protection legislation and minimises the impact on privacy. We welcome the trend towards organisations developing their own ethical principles and building relationships of trust with the public, because putting this into practice will assist compliance with data protection requirements. Recent moves towards setting up ‘councils of ethics’, within organisations and nationally, are a positive development that should also support this.

211. We recognise the many benefits that can flow from the use of big data for individuals, public services, business and society in general. But these benefits will only truly be felt when privacy rights and data protection are embedded in the methods by which they are achieved. So it is crucial for organisations to be clear about the potential benefits of what they are doing and the steps they have taken to address privacy risks.

212. Yet data protection is not simply a legal requirement for big data analytics; it is also prudent and advantageous for other reasons. Further to the creativity and innovation it encourages, we also argue that getting data protection right helps to ensure data quality – which is becoming ever more critical for businesses and public sector organisations in a big data world. Therefore, for organisations that rely on big data, data protection is important not just in the legal or compliance department but also for people working in data analytics, marketing and research. They need to be aware of the data
protection implications of big data analytics and of tools such as PIAs. This also suggests that data protection should be part of the higher education curriculum for people going into these roles.

213. We are aware of the view that, given some of the challenges of applying data protection principles to big data analytics, a different legal or regulatory approach is required. However, we do not accept the idea that data protection, as currently embodied in legislation, does not work in a big data context. We maintain that big data is not a game played by different rules. We acknowledge the increasing importance of accountability in addressing some of these challenges, but we do not see it as a replacement for the more traditional principle of transparency. Transparency still has a significant role to play and we argue it can still be achieved, even in a complex world of AI and machine learning.

214. Throughout this paper we have referred to relevant provisions of the GDPR. The GDPR is intended partly to address some of the questions raised by big data analytics. It aims to strengthen privacy rights in this context and refers specifically to issues such as profiling, and tools such as data protection impact assessments and data protection by design and default.

215. The ICO has a role in helping big data organisations to meet new and existing data protection obligations. Although this paper is intended primarily as a discussion document, we have added a practical dimension, particularly in exploring compliance tools in chapter 3 and conducting PIAs in Annex 1. We have also pulled out six key recommendations from these discussions, which we present in chapter 6.

216. However, this paper is not the end of our work on data protection and big data analytics. We have several current and planned activities that are linked with our work in this area, particularly regarding the GDPR and its provisions on matters such as ‘profiling’ and ‘risk’, both of which are especially relevant for big data, AI and machine learning. Outputs from this and other work will be published (or linked to) on our website www.ico.org.uk and promoted in our monthly e-newsletter.

217. We will continue our work in this area to help and encourage organisations to meet their obligations. But we also have a role in responding to breaches of data protection legislation with proportionate regulatory action, which can include issuing enforcement notices and monetary penalty notices. This is no different in the world of big data, AI and machine learning, and we
will continue to use our powers where necessary and in line with our Regulatory Action Policy.\textsuperscript{247}

Chapter 6 – Key recommendations

218. Based on discussions regarding **compliance tools** in chapter 3 of this paper, we have pulled out six key recommendations that we feel will help organisations to achieve and go beyond data protection compliance in a big data world:

<table>
<thead>
<tr>
<th>Organisations should…</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. …carefully consider whether the big data analytics to be undertaken actually requires the processing of personal data. Often, this will not be the case; in such circumstances organisations should use appropriate techniques to <strong>anonymise</strong> the personal data in their dataset(s) before analysis…</td>
</tr>
<tr>
<td>…read more in the <strong>anonymisation</strong> section.</td>
</tr>
<tr>
<td>2. …be transparent about their processing of personal data by using a combination of innovative approaches in order to provide meaningful <strong>privacy notices</strong> at appropriate stages throughout a big data project. This may include the use of icons, just-in-time notifications and layered privacy notices…</td>
</tr>
<tr>
<td>…read more in the <strong>privacy notices</strong> section.</td>
</tr>
<tr>
<td>3. …embed a <strong>privacy impact assessment</strong> framework into their big data processing activities to help identify privacy risks and assess the necessity and proportionality of a given project. The privacy impact assessment should involve input from all relevant parties including data analysts, compliance officers, board members and the public…</td>
</tr>
<tr>
<td>…read more in the <strong>privacy impact assessment</strong> section and <strong>Annex 1</strong>.</td>
</tr>
<tr>
<td>4. …adopt a <strong>privacy by design</strong> approach in the development and application of their big data analytics. This should include implementing technical and organisational measures to address matters including data security, data minimisation and data segregation…</td>
</tr>
</tbody>
</table>
5. ...develop **ethical principles** to help reinforce key data protection principles. Employees in smaller organisations should use these principles as a reference point when working on big data projects. Larger organisations should create ethics boards to help scrutinise projects and assess complex issues arising from big data analytics...

...read more in the **ethical approaches** section.

6. ...implement innovative techniques to develop **auditable machine learning algorithms**. Internal and external audits should be undertaken with a view to explaining the rationale behind algorithmic decisions and checking for bias, discrimination and errors...

...read more in the **algorithmic transparency** section.
Annex 1 – Privacy impact assessments for big data analytics

Introduction

Feedback on version 1 of this paper, and subsequent discussions with industry sectors, identified an interest in the development of some specific guidance on conducting privacy impact assessments (PIAs) in a big data context. PIAs are particularly important in this area because of the capabilities of big data analytics and the potential data protection implications that can arise, as identified and discussed in this paper.

Furthermore, although PIAs are not required under the DPA, they will be required under the GDPR in situations where processing is likely to result in a high risk to the rights and freedoms of individuals, in particular when using new technologies\(^{248}\). Specifically, the GDPR states that a PIA – referred to as a “data protection impact assessment” (DPIA) – is required in the case of:

\[
\text{“a systematic and extensive evaluation of personal aspects relating to natural persons which is based on automated processing, including profiling, and on which decisions are based that produce legal effects concerning the natural person or similarly significantly affect the natural person”}^{249}
\]

Therefore it’s highly likely that, under the GDPR, a DPIA will be legally required for most big data applications involving the processing of personal data. So we share the view that some guidance on PIAs/DPIAs for big data analytics would be useful, and we seek to provide it here.

The GDPR sets out a structure for DPIAs\(^{250}\) which, broadly speaking, maps on to the PIA framework used in our ‘Conducting privacy impact assessments code of practice’\(^{251}\) (PIA COP); this is shown in the table below. So the guidance provided here uses our existing PIA COP framework as a basis for a discussion of the issues at play. This is followed by a checklist of the key points for conducting a PIA/DPIA for big data analytics.

---

\(^{248}\) GDPR Article 35(1)

\(^{249}\) GDPR Article 35(3)(a)

\(^{250}\) GDPR Article 35(7)

\(^{251}\) Information Commissioner’s Office. Conducting privacy impact assessments code of practice. ICO, February 2014.
<table>
<thead>
<tr>
<th>Step</th>
<th>PIA COP</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step 1</strong></td>
<td>PIA COP</td>
<td>Identify the need for a PIA</td>
</tr>
<tr>
<td><strong>Step 2</strong></td>
<td>PIA COP</td>
<td>Describe the information flows</td>
</tr>
<tr>
<td></td>
<td>GDPR</td>
<td>A systematic description of the envisaged processing operations and the purposes of the processing, including, where applicable, the legitimate interest pursued by the controller</td>
</tr>
<tr>
<td><strong>Step 3</strong></td>
<td>PIA COP</td>
<td>Identify the privacy and related risks</td>
</tr>
<tr>
<td></td>
<td>GDPR</td>
<td>An assessment of the necessity and proportionality of the processing operations in relation to the purposes</td>
</tr>
<tr>
<td></td>
<td>GDPR</td>
<td>An assessment of the risks to the rights and freedoms of data subjects</td>
</tr>
<tr>
<td><strong>Step 4</strong></td>
<td>PIA COP</td>
<td>Identify and evaluate privacy solutions</td>
</tr>
<tr>
<td></td>
<td>GDPR</td>
<td>The measures envisaged to address the risks, including safeguards, security measures and mechanisms to ensure the protection of personal data and to demonstrate compliance with this Regulation taking into account the rights and legitimate interests of data subjects and other persons concerned</td>
</tr>
<tr>
<td><strong>Step 5</strong></td>
<td>PIA COP</td>
<td>Sign off and record the PIA outcomes</td>
</tr>
<tr>
<td><strong>Step 6</strong></td>
<td>PIA COP</td>
<td>Integrate the PIA outcomes back into the project plan</td>
</tr>
</tbody>
</table>
Step 1

PIA COP – Identify the need for a PIA

In our discussions with organisations about conducting PIAs in a big data context, an argument was made that an ethical assessment will probably already have been done by a big data team, so there would be little point in a data protection officer (DPO) ‘waving a PIA at them’. This raises two key points about identifying the need for a PIA.

The first point is that, while a form of assessment (such as a general risk assessment or ethical assessment) may already have been done, when the GDPR comes into force it will be legally required, for certain big data activities, to do a DPIA that covers several specific areas (as detailed in the table above). Organisations will therefore need to ensure their existing assessment methodology addresses these areas, or amend their processes accordingly.

The second point is that identifying the need for a PIA should not rest solely with a DPO or compliance department. A DPO should be consulted throughout the PIA process (the GDPR actually requires it for DPIAs\(^{252}\)) but it is very important that big data analysts are themselves able to recognise the need for a PIA at the outset.

As this paper has highlighted, while several features make big data analytics unique, it is still subject to the same data protection principles as any other processing operation. Therefore, in terms of identifying the need for a PIA, the screening questions detailed in our PIA COP remain relevant and appropriate to use by those involved in big data analytics. In particular, the following three questions are specifically relevant to big data and the DPIA requirements set out in the GDPR:

- Are you using information about individuals for a purpose it is not currently used for, or in a way it is not currently used?

- Does the project involve you using new technology that may be perceived as being privacy intrusive?

- Will the project result in you making decisions or taking action against individuals in ways that can have a significant impact on them?

\(^{252}\) GDPR Article 35(2)
A key issue that arose from our discussions with organisations was reluctance to start the PIA process too soon. This was because there is often a lack of clarity about the direction that a big data project will take during its early stages (discussed in more detail in step 2 below). If this is the case, we would encourage big data analysts to err on the side of caution and start the PIA process as soon as possible if they can reasonably foresee that the analysis may lead to further work that would result in one of the above screening questions being answered ‘yes’.

For example, an insurance company may be planning to run some unsupervised machine learning algorithms on a dataset in the hope of finding interesting correlations in the data. At the outset the insurer does not know what the potential correlations might show. But it knows that one possible outcome is an additional piece of work to adjust premiums based on the correlations. So, even though it cannot be sure this will be the case, the insurer begins the PIA process anyway. This is to ensure it is already thinking about privacy risks as the project begins to develop.

Note that there are other innovative ways to help big data analysts recognise the need for a PIA. For instance, during our discussions with organisations in the telecoms sector, one company mentioned it uses a matrix of different types of data so that an operative can easily identify which types are high risk before starting a project. Another company in the same sector highlighted the importance of having ‘data champions’ in departments. While not necessarily being a DPO, a data champion would know about data protection, so could help to properly identify areas of concern.

**Checklist**

☐ We have a DPO available for consultation on PIAs.

☐ Our big data analysts use appropriate screening questions to help identify the need for a PIA.

☐ If the direction of a big data project seems unclear, we err on the side of caution and begin the PIA process anyway.
Step 2

PIA COP – Describe the information flows

DPIA under the GDPR – A systematic description of the envisaged processing operations and the purposes of the processing, including, where applicable, the legitimate interest pursued by the controller

Discussions with organisations highlighted this step as difficult to complete in the context of conducting PIAs for big data analytics. The consensus was that describing information flows is often much harder because the discovery phase of big data analytics (thinking with data) involves finding unexpected correlations as opposed to the testing of a particular set of hypotheses. Additionally, companies in insurance and telecoms highlighted the difficulty of mapping information flows when using the Agile project management methodology.

It is clear that this step can be challenging for big data analytics, but under the GDPR it will be an explicit part of a DPIA. Furthermore, if the ‘legitimate interests’ condition is being relied on for the processing of personal data, the GDPR requires it to be described as a part of this step. This requirement links with the new accountability principle in the GDPR which, among other things, obliges organisations to maintain internal records of their processing activities.

Therefore, if it’s a realistic outcome of a big data project that decisions will significantly affect individuals, every effort needs to be made to observe the requirements of this step by describing the relevant information flows, the purposes for the processing and, where necessary, the organisation’s legitimate interests.

Although our discussions with organisations revealed a common theme of difficulties with this step, several companies in the telecoms sector emphasised the need for clarity in the aims of data processing and the importance of having an end product in mind. This view is reflected in a paper by the Information Accountability Foundation, which refers to big data analytics beginning with a “sense of purpose” as opposed to a hypothesis. We encourage organisations undertaking big data analytics

---

253 GDPR Article 35(7)(a)
254 GDPR Article 30(1)
to think carefully about their sense of purpose for a given project, even if it may change somewhat as the project develops. This will help illuminate the potential information flows that could arise as a big data project progresses. It also complements the advice in our PIA COP about Agile project management and the description of information flows:

“Describe the information flows as part of a user story which you can refer to while implementing the project. As the project progresses, record how each stage has changed how you use personal information.”

For big data projects where there are genuinely no aims or objectives at all at the outset, a potential solution may be to take the processing outside the data protection sphere by using only anonymised datasets during the discovery phase. Should correlations of any interest be discovered, the organisation would then be able to identify the aims of any further processing before starting any analysis of the original dataset containing personal data. At this point, the organisation should therefore be able to describe the envisaged information flows, the purposes for processing and, where necessary, its legitimate interests.

**Checklist**

☐ Where possible, we clearly describe the predicted information flows for our big data project.

If the purposes of the processing are uncertain:

☐ we use only anonymised data, or

☐ we describe the information flows as the project progresses.

---

Information Commissioner’s Office. Conducting privacy impact assessments code of practice. ICO, February 2014.
## Step 3

### PIA COP - Identify the privacy and related risks

DPIA under the GDPR – An assessment of the necessity and proportionality of the processing operations in relation to the purposes

DPIA under the GDPR – An assessment of the risks to the rights and freedoms of data subjects

In our discussions with organisations about this step, similar issues to those identified in step 2 were also highlighted; namely that the discovery phase of big data analytics can make it particularly difficult to identify privacy risks because, at this stage, it’s not clear what the analysis might reveal.

While our PIA COP and the GDPR set out specific frameworks, a PIA should not be seen as a rigid process that restrains the progress of a particular big data project. Rather, PIAs should be treated as scalable and ‘living’ procedures that develop alongside a project’s evolution. Therefore, as with step 2, the identification of risks can take place as the project moves forward and the potential risks become clearer.

Based on our research for this paper and discussions with organisations, we have developed the following questions that may help to identify and record the relevant risks to individuals and organisations in a big data context. This list is not meant to be complete and the questions are relatively high level and broad. Organisations should develop their own questions based on the specifics of the big data analytics they are undertaking.

- Have individuals been made aware of the use of their personal data?
- Could our analysis involve sensitive personal data – for example, in the analysis of social-media posts?
- Is the dataset representative and accurate?
- What are our retention policies for the data?
- Are the datasets held across multiple and disparate systems?
• Do the systems have appropriate inbuilt security measures?
• Does our proposed analysis involve cloud processing?
• Will a third-party organisation do the analytics for us?
• Could anonymised data be re-identified?
• Will we be able to explain the reasons behind any decisions we make that result from the big data analytics?

As regards the wording of this step for DPIAs in the GDPR, assessing “the risks to the rights and freedoms of data subjects” is largely covered by what we discussed above. However, in addition, “an assessment of the necessity and proportionality of processing operations” will also be an explicit part of the DPIA process.

For organisations involved in big data analytics, assessing necessity will mean considering whether the proposed type of analytics is the only method of achieving the project’s purposes or whether another less privacy-intrusive method could be used. For instance, an organisation may need to consider why a more traditional research project (using a sample of a total population) would not be sufficient to achieve the project’s objectives.

Additionally, assessing proportionality will involve considering whether the proposed analytics are justified in the circumstances. To put it another way, are the project’s purposes important enough to compensate for the potentially privacy-intrusive methods to be used? For example, if a big project’s objective is to target an offer to a particular group of people, does the value of the offer to that group justify the profiling of people during the application phase of the analytics?

Consultation, both internal and external, is key for a successful PIA and should take place throughout the process. We highlight it here because of the value of seeking the views of individuals in identifying privacy risks. In our discussions with organisations there seemed to be some uncertainty about the need to consult customers about big data projects. But we would encourage such consultation and remind organisations of the potential commercial benefits of increased trust and competitive advantage through transparency. The Council of Europe’s Consultative

Committee of Convention 108’s guidelines on big data recommend the involvement of individuals and groups as part of risk assessments if the use of big data may affect fundamental rights\textsuperscript{258}. Furthermore, under the GDPR, consultation with data subjects will be required for DPIAs in circumstances where it would be “appropriate”\textsuperscript{259}. The GDPR does not define such circumstances, but the requirement is likely to apply in situations where data subjects will be significantly affected by the outcomes of the big data analytics.

**Checklist**

- We ask ourselves questions about the proposed big data analysis to identify and record the associated privacy risks.
- As the project develops we regularly return to these questions and develop new questions to identify and record any new risks.
- We assess whether the proposed big data analytics is the only method by which the project could be conducted.
- We assess whether the proposed big data analytics is justified in relation to its potential benefits.
- We consult internally and externally throughout the big data project.

\textsuperscript{258} Consultative Committee of the Convention for the protection of individuals with regard to automatic processing of personal data. Guidelines on the protection of individuals with regard to the processing of personal data in a world of big data. Council of Europe, 23 January 2017. [https://rm.coe.int/CoERMPublicCommonSearchServices/DisplayDCTMContent?documentId=09000016806ebe7a](https://rm.coe.int/CoERMPublicCommonSearchServices/DisplayDCTMContent?documentId=09000016806ebe7a) Accessed 6 February 2017

\textsuperscript{259} GDPR Article 35(9)
Step 4

PIA COP – Identify and evaluate privacy solutions

DPIA under the GDPR – The measures envisaged to address the risks, including safeguards, security measures and mechanisms to ensure the protection of personal data and to demonstrate compliance with this Regulation taking into account the rights and legitimate interests of data subjects and other persons concerned

Once the questions developed as part of step 3 have helped identify all the relevant privacy risks associated with a big data project, the next step is to consider how these risks will be addressed before the analytics begin. Using the example questions above, relevant to identifying privacy risks in a big data context, we have listed some potential solutions below. These solutions are merely examples; organisations should identify and record their own list of solutions appropriate to the specifics of the big data analytics they are undertaking.

- Have individuals been made aware of the use of their personal data?
  - Yes, we provided a privacy notice at the point of collection and obtained consent to use the personal data for analysis to identify and provide relevant offers and discounts to individuals.

- Could our analysis involve sensitive personal data (for example, in the analysis of social-media posts)?
  - No. We have developed an algorithm to identify and omit all instances of sensitive personal data from the dataset before any analysis, eg references to race, ethnicity, religion and health.

- Is the dataset representative and accurate?
  - If a dataset is unlikely to be representative of the total population, we do not use the analysis results for the purposes of profiling or significant decision making.
  - We regularly check samples of the dataset with individuals to make sure it is accurate and up to date.

- What are our retention policies for the data?
We maintain appropriate retention schedules for the datasets we use for big data analysis. These are regularly reviewed and enforced by our records management team.

- Are the datasets held across multiple and disparate systems? Do the systems have appropriate inbuilt security measures?
  - Yes. We employ information security experts to implement appropriate security measures including encryption and access controls.

- Does the proposed analysis involve cloud processing? Will a third-party organisation do the analytics for us?
  - Yes. We will make an extensive assessment of cloud providers and data analysis organisations to select those that can provide the most secure environment for the data processing. We will put contractual agreements in place regarding the security and use of the data.

- Could anonymised data be re-identified?
  - We follow the guidance in the ICO’s Anonymisation code of practice to reduce the likelihood of anonymised data being re-identified.

- Will we be able to explain the reasons behind any decisions we make that result from the big data analytics?
  - Yes, we audit our machine learning algorithms to check for bias and decision-making rationale.

We recognise that several unique features of big data analytics can make it difficult to identify practicable privacy solutions that would appropriately address the risks in question. In our discussions with organisations, two particular areas of concern emerged.

First, several organisations talked about using consent as a mitigation measure. But there was uncertainty as to whether such consent could truly be ‘informed’ in the context of big data when an organisation may not know exactly what they will do with the data at the point of obtaining of consent. As we said in the consent section in chapter 2, rather than treating consent as a one-off transaction at the start of a relationship between an organisation and an individual, a graduated consent model could be used instead to obtain consent from an individual for new uses of
their personal data as part of an ongoing relationship with them. Thus, as
the purposes of a particular big data project are defined, an organisation
could then re-approach individuals for informed consent, or as part of
business-as-usual activities that involve contact with its customers.

The second area of concern was about transparency and the difficulties of
ensuring people understand, and therefore expect, what is happening
with their personal data, given the complexities of big data analytics.
Again, referring to the main paper, and in particular the privacy notices
section in chapter 3, an innovative and layered approach to providing
clear, concise and intelligible information about big data analytics may
involve using just-in-time notifications, icons, videos, and other visual
representations. These can help to explain complex concepts in an easy
way. Additionally, individuals’ expectations about the use of their personal
data can be linked to their trust in an organisation. Trust can be fostered
in several ways, but transparency is an important component\(^{260}\). An
organisation should therefore be completely honest with individuals about
the use of their personal data. This may even mean explaining at the
outset of a relationship with an individual that the exact purposes of any
data analysis may not yet be defined, but that more information will be
provided when the purposes become apparent, in line with the graduated
consent model.

It is useful to reiterate here that, as a fluid process, a PIA should not limit
the identification of privacy solutions to a specific phase of a big data
project. As a project progresses and objectives shift, new privacy risks
will emerge. Organisations will need to be able to continue considering
how they will address these emerging risks.

### Checklist

- We identify and record appropriate measures to address the privacy
  risks previously identified.

- As the big data analysis progresses and new risks are identified, we
  continue to identify and record measures to address these risks.

- If the direction of a big data project is unclear, we use novel methods
  of obtaining consent and providing privacy notices.

---
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Step 5

PIA COP – Sign off and record the PIA outcomes

The fifth step of the PIA involves recording the process and signing off the measures identified to address the privacy risks. This is not an explicit part of the DPIA framework in the GDPR, but it links up with the new accountability principle that requires organisations to maintain internal records of their processing activities\(^{261}\).

In line with our view that information security should be considered a boardroom issue\(^ {262}\), we recommend that sign-off for a big data PIA is sought from board level or an equivalent senior level for smaller organisations. This view was reflected in our discussions with organisations in the technology sector. They said engagement with privacy issues at board level varies but saw the need for buy-in from this level to properly address privacy risks.

In our PIA COP we state that the ICO does not take a role in approving or signing off PIAs. However, for DPIAs under the GDPR, organisations will in some circumstances need to consult the ICO before they process personal data. For instance, such consultation will be required if a proposed big data project will involve high-risk processing but the organisation undertaking the project has been unable to identify a way of mitigating the risk as part of their DPIA\(^ {263}\). If this is the case, the ICO will provide written advice to the organisation within 8 weeks (or 14 weeks if the matter is particularly complex) of receiving a request for consultation. If necessary, we may also use our powers to prohibit the proposed processing operations.

Finally, as in our PIA COP, we would still encourage organisations to make their PIA reports publicly available (but with business-sensitive information redacted). This will help to increase the transparency of big data processing operations that will contribute to data protection compliance and help to build customers’ trust.

\(^{261}\) GDPR Article 30(1)
\(^{263}\) GDPR Article 36, Recital 94
Checklist

☐ We obtain board-level sign-off for the measures identified to address the privacy risks of the proposed big data analytics.

☐ We keep a record of the sign-off and the whole PIA process.

☐ If we have identified high risks but not the measures to mitigate them, we consult the ICO before starting any data processing.

☐ We produce and publish a PIA report.
## Step 6

### PIA COP – Integrate the PIA outcomes back into the project plan

It is very important that the sixth and final step of the PIA is not forgotten. This is when the privacy solutions identified in step 4 and signed off in step 5 are actually folded back into the big data project. Organisations’ compliance functions have a role here. But it is vital that the analysts actually undertaking the big data project understand the solutions, why they are necessary and how they can be implemented. This view was echoed in our discussions with insurance companies, when it was suggested that a PIA should be owned by the business as opposed to the compliance department.

This may be the last step in the PIA process, but organisations should not see it as a point from which they no longer need to consider privacy risks. Regular reviews should ensure that the privacy solutions implemented are working as expected. Furthermore, as discussed, the aims, objectives and applications of big data operations may be subject to change throughout a project’s lifecycle. Regular reviews will help to pinpoint such changes and check whether the outcomes of the PIA still apply. If they don’t, the earlier steps of the PIA can be revisited or a new PIA can be undertaken. Then any new privacy risks can be addressed.

### Checklist

- We ensure that the agreed privacy solutions are folded back into the big data project.
- We regularly review our big data processing operations to check whether the privacy solutions are working as expected.